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Ministry of Truth
Introduction

Who controls the past controls the future; who controls the present controls the past.

The search for truth is as old as civilisation. After centuries of "truth" being determined by religious authorities, the first information revolution in the West – the invention of the printing press – democratised reading and learning. Post-Enlightenment democracies would come to champion the open forum as the landscape for discovery. Truth and reason could only be sought by allowing conflicting ideas to meet and be tested - and as such, even heresy could be seen by liberals as a virtue, not a sin. Technology had democratised truth from fists of institutional power.

But our current technological revolution has redefined both the relationship between people and power, and truth and power. Whilst billions of people across the globe can speak to the world instantaneously, a handful of billionaires define the parameters of what they can and cannot say. The internet has given rise to the possibility of the greatest democratisation of information in the history of humankind, and the greatest control of information and speech. As the open forum has been magnified, so too has the desire for control by those who, whether benevolently or not, seek the power to define its limitations.

The preservation of "truth" has re-emerged as a motivation for censorship on the internet’s open forums. The internet contains masses of incorrect information – but this is a defining feature of an open forum, not a flaw. John Milton wrote in his 1644 essay Areopagitica, "Let [Truth] and Falsehood grapple; whoever knew Truth put to the worse, in a free and open encounter?" Almost four centuries later, faced with technological dystopia, we find ourselves having to make this foundational liberal argument afresh. As former Supreme Court judge Lord Sumption wrote, arguing against a particularly censorious version of the government’s Online Safety Bill,

"We have to accept the implications of human curiosity. Some of what people say will be wrong. Some of it may even be harmful. But we cannot discover truth without accommodating error. It is the price that we pay for allowing knowledge and understanding to develop and human civilisation to progress." ¹

The basis of a belief in freedom of expression and its necessity for democracy is not only that truth can withstand the mistruths that exist in an open forum, but that it requires it – the discovery of truth and the evolution of knowledge is served by the most open possible forum.

As with almost all authoritarian arguments, modern pro-censorship views are partly defined

by exceptionalism. Technocrats argue that the digital revolution poses exceptional, new threats and that the ability for people to post incorrect information or harmful views on such a far-reaching platform, without the gatekeeping associated with the printing press’ information revolution, makes wrong information particularly pernicious – even if is lawful.

The solution often offered to tackle the scourge of “misinformation” is censorship, in one form or another. From de-ranking certain content to taking down posts or directing people to approved information sources, the antidote to misinformation has been posed as giving those with power the ability to control speech further. In doing so, enormous power over the public’s freedom of expression has been seized in a swift and silent coup – first by Big Tech corporations, then by governments, and increasingly, by a convergence of the two.

Whilst presented as in the public interest, these censorship “solutions” centralise powerful interests, positioning them the arbiters of truth. The misinformation industry, combining Big Tech companies, governments, international governance organisations and start-up “fact-checker” style organisations present themselves as the judges and juries of information, determining the parameters of acceptable speech.

It is the growing confluence of power between Big Tech and state powers that is the subject of our investigation, and this report.

Four key units operate out of Whitehall as the government’s social media special forces, each with a distinct purpose.

The Rapid Response Unit (RRU), part of the Cabinet Office, was tasked with “tackling a range of harmful narratives online” during the pandemic, “from purported ‘experts’ issuing dangerous misinformation, to criminal fraudsters running phishing scams”.2

The Counter Disinformation Unit (CDU), which was tasked to monitor what it deems to be disinformation and flags content to social media companies, sits inside the Department for Digital, Culture, Media and Sport. Whilst the Government’s use of these terms appears to be very loose, misinformation refers to any type of inaccurate information whereas disinformation refers to deliberate false information, often spread with malicious intent.3

In response to the war in Ukraine, the Foreign Office established the Government Information Cell (GIC) focused on identifying and countering Russian disinformation in the UK and abroad about the Kremlin’s war.

Meanwhile, the Home Office’s Research, Intelligence and Communications Unit (RICU)

operates to push official lines that support counter-extremism and has even set up domestic front organisations to publish propaganda.

A further unit is purported to actively counter "disinformation" within the Ministry of Defence – the 77th Brigade, which is "a combined Regular and Army Reserve unit" which aims to "challenge the difficulties of modern warfare using non-lethal engagement and legitimate non-military levers as a means to adapt behaviours of the opposing forces and adversaries". However, our investigation, which includes an exclusive whistleblower account, reveals that the reality of the unit's activities is far different.

All of these units operate in the shadows and are rarely forthcoming about their capabilities, activities or reach, with the CDU being the least forthcoming with answers to transparency questions. This is despite the CDU being part of the government department responsible for the Freedom of Information Act (FOIA). Huge sums of public money, running into the tens of millions of pounds, have been spent on these units which have the potential to influence discussion online and even news reporting. It is dangerous for freedom of speech and democracy for unaccountable officials to be empowered to shape online discourse, yet the government refuses to answer questions about the topics they monitor or accounts they flag to platforms.

Big Brother Watch has submitted numerous FOIA requests to the government about the four units, analysed a further tranche of records requests already in the public domain and scraped the web for discussions of their activities and contracts signed to support the units' work. Subject Access Requests have shed further light on the activities of the CDU and RRU and how they have stepped outside of their remits to treat political dissent as fake news. What this investigation has found should trigger an alarm bell for democracy and freedom of speech in the UK.

In this report, we shine a light onto these disinformation units, offering the first detailed investigation into some of their capabilities, budgets and activities. From Whitehall’s pervasive political surveillance, to domestic military surveillance of public sentiment, the findings in this report are shocking. However, some questions remain unanswered and there is still work to be done to uncover just how influential Whitehall’s disinformation units are in shaping narratives online, suppressing dissent, and pushing government lines.

---

4  77th Brigade: Information and Outreach – British Army, Ministry of Defence: https://www.army.mod.uk/who-we-are/formations-divisions-brigades/6th-united-kingdom-division/77-brigade/ (accessed 12th December 2022)
Counter Disinformation Unit
Counter Disinformation Unit
Department for Digital, Culture, Media and Sport
Purpose: Social Media Content Monitoring

What is the CDU?

The Counter Disinformation Unit was established in its current form in March 2020 to "crack down" on "false coronavirus information online" and its role centres on fighting what the government calls disinformation.\(^5\)

Previously the unit, also known as the Counter Disinformation Cell, was stood up for specific events such as the 2019 European and General elections, but now ministers say there are no plans to wind down the unit.\(^6\) During the pandemic, the unit’s remit was widened to also cover the “inadvertent sharing of false information” as well as the deliberate misinformation and disinformation covered in its previous iterations.\(^7\)

Emails between the Department of Health and Social Care and Twitter at the start of the pandemic underline the close relationship between the company and the CDU. In one email from 23rd March 2020 a Twitter staffer told officials that the company is “speaking regularly with the DCMS disinformation unit”, but gave no more detail about the conversations, suggesting that the CDU worked closely with tech companies from the start of the pandemic.\(^8\)

Although the pandemic triggered the most recent establishment of the CDU, its work has since expanded dramatically to cover what the Department of Digital, Culture Media and Sport calls “periods of acute disinformation risk”.\(^9\) In addition to working on COVID-19, the CDU has worked on the May 2021 United Kingdom Local Elections, COP-26, the NI Assembly Elections, and the Russian invasion of Ukraine.

How does the CDU operate?

The level of resources allocated to the CDU, its activities or relationships with Big Tech companies is very unclear. It is still not known how much is spent on the unit nor how many staff it has. Big Brother Watch has asked for details of staffing and budget levels in

---

7 Internal Review of a Freedom of Information Request to DCMS, IR2022/09923, 8th August 2022
8 Annex H, Freedom of Information Request to the Department of Health and Social Care, FOI-1429268, 10th January 2023
9 Freedom of Information Request to DCMS, FOI2022_09703, 17th August 2021
two separate FOIA requests, which have been refused.\textsuperscript{10} Other members of the public have asked similar questions at least once more, which were also declined.\textsuperscript{11}

Members of Parliament have also tried to find out how much public money and how many civil servants are working at the Unit. At least 13 written parliamentary questions have been put to the Department for Digital, Culture, Media and Sport (DCMS) about the CDU’s resourcing since March 2020. Ministers have consistently refused to tell MPs about the budget or staffing levels of the unit, claiming that even these basic details would allow "malign actors" to gain insight into the CDU’s capabilities.\textsuperscript{12} The most transparency achieved on how public money is being spent came in a May 2020 answer where a DCMS Minister claimed that the team’s size had tripled – but no further detail was given.\textsuperscript{13}

The only insight into the amount of public money spent on one of the most opaque units in government outside of the security services comes from public procurement documents. More than £1 million has been spent by DCMS on tools and services for social media monitoring. These contracts serve as both a window into the CDU’s likely levels of resourcing and the activities it undertakes.

The contracts included:

- £761,000 was paid to AI company Logically across two separate contracts spanning January 2021 to February 2022 for mis/disinformation monitoring and analysis, and disinformation analytical support.\textsuperscript{14,15}

- £503,392 was handed to Logically for another contract, from July 2022 to March 2023, for disinformation technical services to build a picture of potentially harmful misinformation and disinformation.\textsuperscript{16}

- £114,000 was awarded to the Disinformation Index for 6 months of research services to help detect disinformation at scale in April 2020.\textsuperscript{17}

\textsuperscript{10} Freedom of Information Request to DCMS, FOI2021/17056, 21st September 2021
\textsuperscript{11} Freedom of Information Request to DCMS, FOI2022/00172, 6th January 2021 https://www.whatdotheyknow.com/request/disinformation_unit#incoming-2080240
\textsuperscript{12} Written Parliamentary Question on the Counter Disinformation Unit, UIN 6720, 23rd May 2022, https://questions-statements.parliament.uk/written-questions/detail/2022-05-23/6720
\textsuperscript{13} Written Parliamentary Question on Coronavirus Disinformation, UIN 43224, 20th May 2020, https://questions-statements.parliament.uk/written-questions/detail/2020-05-04/43223
\textsuperscript{14} Mis Disinformation Monitoring and Analysis Contract, 15th November 2021 https://www.contractsfinder.service.gov.uk/notice/cbcb66d9-e212-4828-90a2-d057ee047d8a?origin=SearchResults &p=1
\textsuperscript{15} Disinformation Analytical Support Contract, DCMS, 13th February 2021, https://www.contractsfinder.service.gov.uk/notice/ecffdb0a-92fd-4e26-ad62-c6c144b4a16b?origin=SearchResults &p=1,
\textsuperscript{16} Disinformation Technical Services Contract, DCMS, 31st August 2022, https://www.contractsfinder.service.gov.uk/notice/ba50694b-def7-4991-8584-e259e87d67c4?origin=SearchResults &p=1
\textsuperscript{17} Detecting Coronavirus Disinformation at Scale Contract, 11th February 2021, https://www.contractsfinder.service.gov.uk/notice/2e0df0f1-aab8-4157-b165-
£1.3 million was paid to controversial tech company Faculty Science for a year-long contract offering technical support on understanding the threat of disinformation and how to counter it from April 2022.

Logically is a high-tech internet monitoring firm which employs artificial intelligence, open source techniques and fact-checkers that allow governments to "identify and mitigate harmful content". The company offers AI-based tools to assist in fact-checking, tools to fight extremist content and a platform allowing users to monitor "threats" and counteract them. This involves issuing takedown recommendations to platforms, something that the CDU admits to doing, as well as identifying the audiences impacted by misinformation and facilitating communication with them, including the production of rebuttal content.

The Disinformation Index describes itself as a data and intelligence service to support the disruption of disinformation. It works across three areas – the first uses artificial intelligence-supported analysis to index the risks of a website pushing disinformation. The second uses open-source data to track disinformation across the web while the third conducts policy research to support governments, regulators and social media companies. Its core product is a list of news outlets deemed to be "high-risk for disinformation", which advertisers and platforms can use to de-list and de-rank outlets seen to be untrustworthy. It is not clear which services DCMS procured from the Disinformation Index but its fundamental offering appears to facilitate censorship online and allow the promotion of approved narratives at the whim of officials and tech companies.

Faculty is a large British AI and machine learning firm that has already signed several contracts with the NHS. Under its counter-terror banner, it offers services that allow governments to monitor "harmful and illegal content". An AI tool sold to the Home Office is used to identify extremist content online with automation used to find Daesh Islam-related posts. The nature of Faculty's work with DCMS on disinformation is not yet known but there are significant parallels between the methodology of detecting terrorists and other undesirable content online. Faculty includes Daesh propaganda and child abuse material alongside disinformation as comparable online harms its AI tools are deployed against, suggesting the tactics used against "harmful and illegal content" are similar.

These three contracts strongly imply that the CDU conducts extensive, large-scale monitoring of discussions and trends on social media. Disinformation may even be treated as a threat on a par with violent extremism. Officials are directly influencing what content

---

18 Logically Case Studies, accessed 19th August 2022, [https://www.logically.ai/use-cases](https://www.logically.ai/use-cases)
19 Disinformation Index Products, accessed 19th August 2022, [https://www.disinformationindex.org/product](https://www.disinformationindex.org/product)
20 Faculty Science Counter-Terror, accessed 19th August 2022, [https://faculty.ai/data-science-for-counter-terrorism/](https://faculty.ai/data-science-for-counter-terrorism/)
21 'Online Safety Data Initiative' Launches To Transform Data Access For Online Harms, Faculty Science, accessed 19th August 2022 [https://faculty.ai/blog/online-safety-data-initiative-data-access-for-online-harms/](https://faculty.ai/blog/online-safety-data-initiative-data-access-for-online-harms/)
is removed by platforms through flagging and AI-powered content identification tools sought from contractors. Placing disinformation, as defined by the government, on a par with terrorist material places the freedom of lawful speech under threat. Automating the identification process only facilitates potential further censorship by allowing it to happen on an industrial scale.

**Functions of the CDU**

*Misinformation reports*

Reports on certain topics are created by the CDU which are circulated to other parts of Whitehall as part of the unit’s work. One is titled “CDU Vaccine Mis/disinformation: Narratives and Engagement” which featured an analysis of engagement with news articles about vaccines. This included a Daily Mail piece covering the introduction of compulsory booster jabs for care home staff and foreign travel. As part of the report, the CDU outlined which individuals had been sharing the article, commenting on their perceived attitudes towards vaccines.22 These reports raise questions about the CDU’s remit, as the routine monitoring of mainstream media outlets and their article’s social media reach is a long way from battling propaganda from hostile entities. With live topics and fast-moving debates, it is incumbent on the state to refrain from overzealously labelling outlets and views as fake news and disinformation given the risk that legitimate minority views could be hit with these labels and consequentially censored.

Parts of the CDU’s work were outsourced to AI company Logically, which produced a number of reports for officials according to information obtained from SARs. These included a “COVID-19 Mis/Disinformation Report”, a “COVID-19 Mis/Disinformation Platform Terms of Service Report”, a flash report analysing the response to the approval of COVID-19 vaccinations for teenagers and general COVID-19 weekly reports. DCMS has refused to disclose copies of any of the reports Logically gave it, claiming: “malign actors could exploit the information contained within the report - such as by reusing and tailoring content so that it is likely to receive high levels of engagement - to continue spreading harmful mis/disinformation.”23

**Trusted Flagger**

DCMS claims the CDU does not mandate that platforms remove content and that the unit’s primary purpose is not to identify every instance of disinformation.24 However, DCMS does enjoy a special relationship with several social networks, by holding Trusted Flagger status.25 This fact was revealed by a Government response to Alistair Carmichael

---

22 Subject Access Request by Adam Brooks
23 Freedom of Information Request to DCMS, FOI2022/13494, 16th December 2022
24 Internal Review of a Freedom of Information Request, IR2021_06943, 29th April 2021
25 Written Parliamentary Question to DCMS, UIN 158869, 25th April 2022 [https://questions-statements.parliament.uk/written-questions/detail/2022-04-25/158869](https://questions-statements.parliament.uk/written-questions/detail/2022-04-25/158869)
MP's written parliamentary question – DCMS had refused to tell us whether it had Trusted Flagger status in response to our Freedom of Information requests, claiming that doing so would undermine its relationship with tech companies. Other public bodies, including the Metropolitan Police, have been much more forthcoming about their hotline to social media moderators.

YouTube, owned by Google, states that its Trusted Flagger programme includes:

- A web form that government agencies and NGOs can use to contact YouTube directly
- Visibility into decisions on reported content
- Prioritised flag reviews for increased actionability
- Ongoing discussion and feedback about YouTube content areas
- Occasional online training

Clearly, this programme would give DCMS officials extra weight when flagging content for review, due to their insights into decision-making and the prioritisation of their flags. When a piece of content is flagged by the state to a social media company, it is likely to add pressure on the company to censor the material in question – but we do not know, as this data is unavailable. Giving officials an unaccountable hotline to flag lawful speech for removal from the digital public square is a worrying threat to free speech. These are secret, extrajudicial requests (dressed as ‘flags’) by government for foreign companies to take action against lawful speech. Not only can the government exercise its own discretion at the content it thinks is objectionable and may breach terms of services, undermining the universal application of the right to freedom of speech, but this special relationship could put content in the VIP deletion lane and hasten censorship as a result.

A November 2022 review conducted by the Oversight Board, the quasi-independent "supreme court" that examines some content moderation decisions made by Meta, shone a light on the additional weight given by Meta to reports made by governments and law enforcement. The Oversight Board found that Meta had wrongly applied rules over “veiled threats” when it removed a drill music video by a London-based rapper. In a lengthy ruling the Board outlined how flags from the state are handled – stating that as well as the...
publicly available reporting processes, requests for review from police and other arms of government are handed “at escalation” meaning they are sent to specialist internal teams at Meta, not general content moderators.

These decisions also have no right of appeal, whether relating to illegal content or lawful material. In the ruling, the Board was critical of the lack of transparency and appeal rights when content moderation decisions are made “at escalation”, highlighting that Meta teams often relied on evidence to justify bans from the same third parties that reported the content in the first place, including government agencies, undermining moderators’ ability to make independent judgements.

If DCMS flags are handled at escalation, it is very likely they are vulnerable to the same criticisms as police takedown requests as, likewise, there is a lack of accountability on decisions and blurred lines between flaggers and evidence-providers.

Google, and by extension YouTube, are the only big platforms which publish data about the number of requests received from government to remove content for breaches of both the law and the platforms’ terms. Even then, they do not publish each report – the most detail that can be found is a few broad categories either on the reason for the request [e.g. national security, privacy, defamation] or the authority that filed the request [police force, local authority, court]. The specifics of the requests, or a breakdown of the reasons relied upon by each type of public authority for its requests, are not available so it is not possible to examine the reasons why arms of the state flagged content to Google. It also does not specify why public authorities made the requests, so flags made by the disinformation units cannot be identified.

The government would claim that these "trusted flags" are not extrajudicial censorship requests since the content is only flagged for the company to review – but the reality of the power status of government means that these flags are highly likely to result in enforcement action that suppresses either speech or the speaker. Further, the (then) Digital Minister Chris Philp claimed the CDU’s job was to “work with social media firms to get it [disinformation] taken down”, and revealed that “in some cases, Ministers have engaged directly with social media firms as well to encourage them to remove content that is clearly inappropriate.” In January 2022, (then) Culture Secretary Nadine Dorries revealed in the House of Commons that “daily, we work to remove that content online, which is both harmful (...) and provides misinformation and disinformation. Daily, we have

---

32 Online Safety Bill (Sixteenth sitting), debated on Tuesday 28 June 2022 – Hansard, Col. 645: https://hansard.parliament.uk/Commons/2022-06-28/debates/3f5927ca-1ba5-47e0-863c-ea1d051dab47/OnlineSafetyBill(SixteenthSitting)
Surveillance function

In December 2022, the Intelligence and Security Committee (ISC), which is the Parliamentary body with oversight of the UK’s Intelligence Services, attacked the lack of transparency from DCMS in relation to the CDU in its 2021/2 Annual Report. In the report the Committee expressed concern that “intelligence activities” are being increasingly devolved to policy departments, such as DCMS, which are outside the ISC’s remit. As the ISC is the only Parliamentary committee that can regularly work with classified documents, there is real concern that if scrutiny of intelligence-linked activities is assigned to departments only subject to ordinary select committee oversight there will be an “absence of proper scrutiny”. The ISC demanded that a host of new units, including the CDU and other teams from departments including, be added to its remit to ensure proper scrutiny of intelligence activities conducted by ordinary Whitehall departments.

This shows that one of Parliament’s most important oversight committees has found the government’s transparency around the CDU seriously insufficient, and that its activities resemble security service-style surveillance.

Summary of functions

Even from the extremely limited explanations DCMS has given of the CDU, mission creep in the unit’s mission is clear. Despite its title as a “disinformation” unit, by January 2022 DCMS claimed to be countering “false narratives” by “ensuring public health campaigns are promoted through reliable sources”, in a response to a written parliamentary question; whilst, as per the statements above, Ministers began referring to CDU as “the disinformation and misinformation unit” and swept up “inappropriate” content in descriptions of the subject of its work.

Our investigation uncovered examples of the CDU’s activities, which show how its threat to free speech has manifested in reality.

EXAMPLES OF THE CDU’S ACTIVITIES

This analysis is based on examining Subject Access Requests (SARs) – legal requests under the Data Protection Act 2018 through which an individual can obtain any data an organisation holds about them - submitted by individuals who we thought may have been...
affected by the CDU’s activities, and who agreed both to participate in this research and share their responses with us. The following information was obtained from SARs made to DCMS, requesting information held or generated by the CDU in particular.

**Targeting criticism of modelling**

Elected politicians and ex-Ministers were not exempt from the CDU’s monitoring, with Conservative MP David Davis’s views on modelling during the pandemic drawing the attention of the DCMS disinformation team. In an entry in his SAR response vaguely titled “analysis of online content”, the senior Tory MP’s tweets questioning the modelling put forward at the start of the pandemic were monitored and recorded. Similar labels in other SARs have subsequently been confirmed to be CDU or Logically documents, so it is reasonable to assume this document is of a similar ilk.

The entry does not cite which specific statements from Mr Davis warranted attention but mentions him as “critical of the government”. In the weeks preceding the 15th May 2020, the date on the entry, he tweeted questioning the model and co-authored a Daily Telegraph article questioning the mathematical reasoning underpinning the Imperial College model that influenced the government’s early COVID-19 decision-making. Both of these examples are likely to be relevant.

Neither the Daily Telegraph piece, co-written with the science writer Lord Ridley, nor Mr
Davis’s tweets say the Imperial model is necessarily incorrect – rather, they raise concerns about the code and mathematical assumptions contained within it. Mr Davis called for transparency about the model, which formed part of the basis for incredibly important policy decisions. Encouraging openness and scrutiny as he did is the very antithesis of a disinformation campaign.

As an elected politician Mr Davis, must be free to hold ministers and officials to account on behalf of his constituents and the country, including scrutinising the evidence that underpinned major policy decisions such as lockdown – without being covertly monitored, recorded and potentially even put in the cross-hairs for corporate censorship by the government. It is simply unjustifiable for a government unit to expend resources monitoring a Member of Parliament for seeking transparency and accountability in a sensitive policy area. Free speech across the board is under threat if concerns about disinformation can be used to rebrand scepticism as the peddling of falsehoods – but it is in total crisis if parliamentary scrutiny can be rebranded as disinformation.

Another three unnamed Conservative MPs also came to the CDU’s attention in the summer of 2020 by joining the free speech social network Parler, which became associated with the alt-right. Despite the unit not suggesting that the accounts were posting much of any interest to the government, their creation was monitored by the CDU – underlining that even politicians of the government’s party had their activities surveilled.

Some MPs, including former and current Ministers, were affected by CDU activities in relation to their criticism of government policies during the pandemic, but chose not to be named in this report.

**Targeting lockdown harms dissent**

Journalist, broadcaster and political commentator Julia Hartley-Brewer was featured

---


36 Tweet from David David MP, 5th May 2020, https://twitter.com/DavidDavisMP/status/1257761434039136256
repeatedly in the Logically “COVID-19 Mis/Disinformation Platform Terms of Service Report” commissioned by DCMS, a fact that was only disclosed after repeatedly asking the Department to clarify the reasons for holding her data. DCMS’ initial response to her SAR masked the name of the documents she was included in as “reports on online activity”.

The tweets from Ms Hartley-Brewer that were included in the reports suggest that the DCMS contractor was stretching its remit and broadening the definition of disinformation unjustifiably to include comments critical of the government.

For example, Logically reported a tweet to government in which Ms Hartley-Brewer shared an interview with a listener who had suffered during the lockdown. The other drew attention to deaths from cancer that may have been impacted by the NHS’s COVID-19 focus, leading to fewer referrals for malignancies – an issue that has been documented in peer-reviewed research.37

It is clear that lockdown had serious harms and downsides associated with it, which can be acknowledged separately from the debate over whether it was the best policy at the time or not.38 From businesses closing to a lack of contact with loved ones and a loss of

civil liberties, lockdown was not harm-free and people should be free to both talk about their experiences and express their own views on the level of harm experienced as a result of lockdown policies compared to the direct harm caused by the virus. Experiences and opinions should not be classified as disinformation.

In another example, Logically reported a tweet to government in which Ms Hartley-Brewer quoted the UK’s number of cancer deaths per day, with the figure matching data from the Office for National Statistics. Cancer charities had been flagging the negative impact that coronavirus had on treatment for the disease, and this was widely considered an important topic for discussion. – not so-called misinformation.

Targeting opposition to Covid passes

Evidence from SARs submitted by our director, Silkie Carlo, and Advocacy Manager, Mark Johnson, show that Logically, and by extension, the CDU, strayed significantly from their “disinformation” remit to monitor and delegitimise domestic political dissent in their reports.

Big Brother Watch led the campaign against mandatory domestic COVID-19 certification

lordslibrary.parliament.uk/coronavirus-lockdown-costs-and-benefits/, 22nd July 2020

in the UK, rallying a cross-party coalition of 99 parliamentarians to oppose the policy on human rights and equality grounds. The Conservative rebellion against mandatory Covid passes in the December 2021 House of Commons vote marked the biggest rebellion since the vote on the Iraq War.

Logically monitored and recorded our criticism of the mandatory Covid pass policy in two of its reports, with Mark Johnson’s tweet included in the COVID-19 Mis/Disinformation Report and a tweet of an interview clip of Silkie Carlo on OFCOM-regulated talkRADIO included in the COVID-19 Mis/Disinformation Platform Terms of Service Report. The latter report appears to function to “indicate [to the government] that content might potentially breach Twitter’s terms of service”, according to a SAR response from Logically to Silkie Carlo. It is not clear how or why the Tweet would breach the terms of service.

Mark Johnson’s tweet advocated that people sign a petition on the official parliamentary petitions website, where all petitions are vetted and fact-checked before they are published, urging the government not to roll out COVID-19 vaccine passports. At the time of the tweet and the report, scores of MPs held the same view and the government was conducting a consultation on Covid passes - it was not a settled policy to implement them. The petition had over 275,000 signatures on the day the Logically report was

---

40 Stop Vaccine Passports, Big Brother Watch, accessed 9th November 2022, https://bigbrotherwatch.org.uk/campaigns/stopvaccinepassports/#crosspartycampaign
10,000 signatures triggers a government response, and 100,000 signatures leads to a debate in Parliament. Neither the petition nor the tweet discussed the vaccine itself, but focused on the negative human rights implications of vaccine passports. It is inconceivable that any reasonable person could view this as “disinformation” and its inclusion betrays a concerning level of mission creep.

This raises questions about why the CDU contracted a company to surveil opposition to a policy among human rights groups, especially when the government had supposedly yet to decide on the policy’s appropriateness.

The issue of COVID-19 passports was a controversial, live and important debate in Britain at the time. It is very worrying that a private company, at the behest of the government, secretly monitored, recorded and reported on mainstream political dissent under the guise of tackling “disinformation”.

The monitoring and recording of Silkie Carlo’s interview with Julia Hartley-Brewer shows that attention paid to vaccine passport opposition was not a one-off incident, but a theme. The interview, which coincided with the launch of Big Brother Watch’s cross-party coalition of 99 parliamentarians opposing Covid passes and the publication of Big Brother Watch’s report Access Denied: the case against a two-tier Britain under COVID-19 certification, focused entirely on the social harms that vaccine passports could have, yet appears in a report titled “COVID-19 Mis/Disinformation Platform Terms of Service”.

---


44 Silkie Carlo Interview on TalkRadio, 2nd April 2021, https://twitter.com/i/status/1377890760360615936
lack of context in the SAR response and refusal by DCMS to disclose the full report mean it is difficult to understand the purpose of the inclusion of the interview – however, it is concerning that monitoring of political dissent was being conducted under the banner of countering “disinformation”.

Logically also reported a tweet by Silkie Carlo in a "COVID-19 Mis/Disinformation Platform Terms of Service" report shared with DCMS, in which she compared the enforcement and impact of vaccine passports to mandatory vaccines. DCMS did not disclose this in response to her SAR, but Logically did, further disclosing that they viewed the tweet as a potential breach of Twitter’s terms of service, claiming that it supported a “narrative” that “vaccine passports are a form of mandatory vaccination” and that the analysis “speculates” and “distorts facts”. However, her description of how both policies are generally enforced was factually accurate. Their report entry on her also interpreted the tweet as “saying [vaccine passports] will inevitably lead to mandatory vaccines” which the tweet evidently did not do; rather, it was a comparison of the enforcement mechanism and impact of both policies. In any event, Twitter’s medical misinformation policy from early March 2021 made no mention of vaccine passports and defended the right for people to express strong opinions or commentary.45 Logically’s misrepresentation of our director’s policy analysis, and inclusion of it in a “disinformation” report, is highly inappropriate and indicates that protected speech was monitored and flagged for potential censorship with disturbing casualness.

---

The CDU highlighted a tweet by Adam Brooks, the pub landlord and political commentator, in an August 2021 internal report titled "Vaccine Mis/Disinformation: Narratives and Engagement" in which he opposed both vaccine passports and compulsory vaccines – but not vaccination itself.

In the report, CDU officials discussed a Mail on Sunday article covering the news that vaccine requirements for travel and care home workers would extend to require a third dose to qualify, and the engagement with it online. The CDU report claimed there was "low engagement" with the piece and highlighted "tweets from vaccine and lockdown sceptics" opposing the measure, naming Mr Brooks as one of the people advocating for that position.

Mr Brooks’s tweet did not make any claims about the vaccine itself – rather, he opposed coercion or compulsion around vaccines, a position widely held across society. By including his tweet in a report on disinformation the CDU appears to have used an alarmingly broad definition of the term that covers general opposition to government coronavirus policy.

Labelling Mr Brooks as a lockdown/vaccine sceptic, the latter of which comes with negative connotations, suggests that the CDU had decided which views or people were worth listening to, and who should be quickly dismissed. Dissent is not disinformation but it appears that the CDU is blurring the lines between the two to invoke powers to monitor

46 COVID-19 Booster Shots Will 'be Obligatory For Trips Abroad And Care Home Staff' – As Millions Are Set To Offered A Third Jab From September, Mail on Sunday, 15th August 2021, https://www.dailymail.co.uk/news/article-9894487/Booster-COVID-19-vaccines-mandatory-care-home-staff-foreign-trips-UK.html
and suppress criticism. Whitehall officials are tasked to make a success of government policies – not to act as an authority on truth. These two roles clearly conflict.

**Targeting government mass vaccination policy dissent**

Even the statistics lead at the Vaccine Confidence Project, which exists to “monitor public confidence in immunisation programmes” and “ensure sustained confidence in vaccines”47, Dr Alexandre de Figueiredo, had his social media posts recorded by DCMS contractor Logically in its “COVID-19 Mis/Disinformation Platform Terms of Service” report. The research fellow at the London School of Hygiene and Tropical Medicine published significant work looking at the negative impact Covid passports could have on vaccine confidence and criticised policies for the mass vaccination of children. Despite his expertise, AI company Logically filed his tweet below in a disinformation report to the government.

Dr de Figueiredo’s tweet expressed concern about the decision to offer vaccination to every healthy child in the country, arguing that those advocating for that policy poorly understood either absolute risk, ethics, natural immunity, vaccine confidence or long COVID-19. The researcher had previously endorsed vaccination for the vulnerable and those who want it. The post reflected his informed opinion at the time and cannot be considered “disinformation”.48

---

47 Vaccine Confidence Project: https://www.vaccineconfidence.org/about (accessed 14th December 2022)

48 Gettr Post, Alex de Figueiredo, 2nd January 2022, https://gettr.com/user/alexfigueiredo
Unfortunately, DCMS failed to give the full entry to the Logically Report in response to his SAR, so the company’s justification for flagging this tweet is unclear. This example of an academic, who works on understanding vaccine confidence, being flagged for questioning the government’s approach shows how criticism of government policy around COVID-19 was treated as “disinformation”. Dr de Figueredo was not calling the vaccine unsafe – he was debating the cost/benefit analysis of vaccinating all children, something the UK government’s vaccine advisors also expressed uncertainty about.

In September 2021, the Joint Committee on Vaccination and Immunisation (JCVI) called the benefits of vaccination “marginally greater” than the harms while expressing uncertainty about potential harms, leading them to not recommend widespread vaccination for 12-15 year olds. However the UK’s Chief Medical Officers decided to recommend vaccination when taking into account wider public health benefits. Subsequently, the JCVI recommended in February 2022 that children aged 5-11 are offered the vaccine on a “non-urgent basis” arguing that most of the benefits pertained to future waves of the disease rather than the Omicron variant. This illustrates that the decision to universally vaccinate children, although deemed to be beneficial overall by the UK vaccine authorities, was not clear cut. Discussion around this important and sensitive issue was legitimate – yet treated by the government and its contractors as a threat. In doing so, the government threatened academic freedom and scientific debate.

The contract DCMS awarded to Logically was for “analytical support relating to potentially harmful disinformation online”. Squaring this brief against the inclusion of any of these tweets appears to be an unjustifiable stretch of the remit. Disagreement with the government and criticism of its policies are part of a healthy political debate in a democracy and branding this as disinformation risks delegitimising democratic dissent.

DCMS and the Counter Disinformation Unit are accountable for their contractor’s actions and it is alarming that they have repeatedly signed deals, totalling more than £1 million, to monitor political criticism of government policies and recommend content for potential censorship. Given the scale of the contracts held by Logically there are likely many other tweets that were unjustifiably flagged as possible breaches of platforms’ terms, to be potentially scrubbed from the internet.

---


The "disinformation" net spreading so far is a serious threat to free expression and open debate, and when combined with the AI-powered surveillance of the internet to capture supposed transgressions, there is growing evidence that the CDU is dangerous for free speech and democracy.

**Flagging journalists**

On some occasions, unnamed CDU staff showed some awareness that their activities posed a risk to the right to freedom of speech. In a SAR response obtained by associate editor of the Spectator, editor-in-chief of the Daily Sceptic and director of the Free Speech Union, Toby Young, extracts from internal emails show CDU staff debated whether to flag several of his tweets to Twitter as a potential breach of its terms. In considering what action to take, staff note that reporting the journalist would "require further analysis of the FoS [freedom of speech] implications".

There were three cases where the CDU considered flagging Mr Young's tweets, but decided not to [Mr Young's SAR obtained no evidence that any social media posts were flagged]. The three tweets included Mr Young sharing the Daily Sceptic coverage of the size of the French petition opposing vaccine passports, the site's report on a British Medical Journal investigation that questioned data ethics in the Pfizer vaccine trial, and an article on the UK Health Security Agency data about the efficacy of the vaccine against the Omicron variant versus prior variants. All three were considered in the context of Twitter's COVID-19 misinformation policy.
In two of the three cases recorded in the SAR, the CDU admitted there were freedom of speech concerns in flagging Mr Young’s tweets to Twitter – demonstrating that even among the unit’s officials there was an awareness of the human rights risks of censoring a journalist. It is worrying that government officials were considering to recommend that a foreign Big Tech giant censored a British journalist, only opting not to on account of the individual’s profile.

The content of the posts raises further concern about the motivation for the CDU’s monitoring, recording, and consideration of recommending suppression of Mr Young’s speech. The number of people opposing vaccine passports in France is a factual claim. There is no interpretation either by the state or by Twitter that should view this as false; it simply reflected opposition to a government policy direction, yet was actively considered as a case of misinformation. This suggests that either certain people, such as Mr Young, were subjected to specific scrutiny for their tweets around the coronavirus or the dis/misinformation net was cast so wide by the CDU that vast amounts of legitimate, lawful speech was caught up in it.

There is also some evidence pointing to the monitoring of particular outlets. A SAR submitted by the writer Laura Dodsworth found that a Cross Whitehall Weekly Counter Disinformation Report from June 2021 mentioned the launch of her book A State of Fear. Her book was covered by outlets including the Daily Telegraph, the Times and the Daily Mail – yet it was the coverage by Kremlin-linked news outlet Russia Today that was picked up by the CDU, pointing to Ms Dodsworth’s description of government advisers as “unelected psychocrats”.

Extracts from Laura Dodsworth’s DCMS SARs
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It is unclear why the write-up of the book by an outlet with minimal reach compared to the mainstream newspapers, which also covered its publication, was selected for mention by the CDU, especially when Russia Today appeared to cover the book in a similar way to other outlets. This raises questions about whether RT was given special attention by the CDU, even before its ban following the Russian invasion of Ukraine.

Although the article about Laura Dodsworth’s book was flagged in a disinformation report, her SAR revealed that not everyone in Whitehall disliked the book. Two separate internal emails in DCMS recommended her work to colleagues, describing it as “thoroughly researched” and as “succinctly laying bear the Government, programming of – Fear”. Clearly, what the CDU views as borderline disinformation is viewed as essential reading by other colleagues in DCMS.

It is deeply concerning that the CDU’s definition of “disinformation” appears to encompass domestic criticism of government policy. When considered in the context of the unit’s censorship functions, the threat this secretive body poses to free speech in the UK is clear.

**CDU Receipt of Whitehall media monitoring emails**

Several people who submitted Subject Access Requests were told that although the CDU had not generated any information on them itself, their data had “incidentally” been seen by the unit via media-related emails. Sometimes this took the form of external newsletters which individual staff will have subscribed to. On other occasions, people’s data, mostly their names and quotes, was held due to the circulation of internal DCMS or cross-Whitehall media monitoring emails.

The regular receipt of civil service media monitoring emails by CDU staff suggests that attention was being paid to the broader media narrative surrounding the government coronavirus response. The vast majority of media summaries or media briefings returned in responses to Subject Access Requests focused on coronavirus and were mostly critical of the government, implying that the CDU received regular media round-ups of negative coverage.

This included a wide variety of high profile individuals, such as:

- Gracie Bradley, Liberty interim director between October 2020 and December 2021, taking issue with the Met Police’s appalling handling of the Sarah Everard Vigil on Clapham Common during the pandemic, arguing that they exacerbated the public health risk and even targeted her in the crowd
• Former Supreme Court Judge Lord Sumption arguing that coercive lockdowns were a threat to the survival of liberal democracy

• One record comprised selective quotes from a live broadcast interview on BBC Radio Four’s Today programme by a highly respected senior public health academic. The whole interview was not included, meaning that the context of the comments was missing. The quotes related to factually correct statements made concerning biases, flaws and omissions in government claims about the effectiveness and efficiency of mass asymptomatic testing for coronavirus

• Tweets sharing journalist Ian Birrell’s column arguing that the Matt Hancock affair revealed the “rotten stench of corruption” at the heart of our government

• Labour peer and former Liberty director Baroness Shami Chakrabarti’s criticism of the government on a host of issues from vaccine passports [when she appeared in the media to promote Big Brother Watch’s anti-Covid pass pledge], the draconian Police, Crime, Sentencing and Courts (then) bill and government attempts to ignore international law on torture

CDU staff also received media monitoring emails outside of the COVID-19 sphere. Streatham’s Labour MP Bell Ribeiro-Addy appeared in an update about the Stop the War Coalition in February 2020 that was sent to at least one CDU official. The MP had signed a statement from the anti-war group that argued NATO should “call a halt to its eastward expansion”, though later removed her signature. Foreign policy is well outside the remit of DCMS or the CDU, raising questions about why this media monitoring email was circulated to those officials. It should be noted that DCMS staff have contributed to the Government Information Cell, which works on narratives surrounding the war in Ukraine out of the Foreign Office. However, with the limited context given in Ms Ribeiro-Addy’s SAR response, it is difficult to understand why the Culture Department held this email.

It is difficult to square the sheer quantity of mainstream media round-ups being circulated to the CDU with the unit’s supposed brief of providing “a comprehensive picture of the extent, scope and the reach of disinformation and misinformation on COVID-19”, especially when the overwhelming majority of the media summary excerpts seen by Big Brother Watch were negative comments about the government. Criticism of the government, or offering an alternative viewpoint, is not misinformation and it is concerning for free discussion that a unit supposedly focused on misinformation was regularly being sent summaries of the government’s bad headlines.

DCMS has claimed that these summaries were only seen “incidentally” by CDU officials as the media briefings were circulated to staff, which raises questions about whether their work was influenced by the wider narrative around COVID-19 perhaps with an eye
on the government’s reputation, or whether the remit had quietly expanded to cover the mainstream press as well as social media.
Rapid Response Unit
Rapid Response Unit

Cabinet Office

Purpose: Cross-Whitehall Narrative Monitoring and Rebuttal

What is the RRU?

The Rapid Response Unit (RRU) sits at the heart of government in the Cabinet Office. Senior civil servants described it as a “social media capability” set up to support “the reclaiming of a fact-based public debate” at the RRU’s launch in 2018. Initially, the RRU’s remit spanned the entire news landscape from domestic crime to foreign affairs. However, since early 2020 and the beginning of the pandemic, most of the unit’s work has been focused on COVID-19. Officials denied that the RRU would be a “fake news unit” or a “rebuttal unit” at its launch, but by March 2020 a government press release announced the unit would “crack down” and “combat false and misleading narratives” about coronavirus by either issuing “a direct rebuttal on social media” or “working with platforms to remove harmful content” - precisely what it had promised not to do, again demonstrating the rapid function creep associated with truth units. Much of what is known about RRU’s work centres on monitoring traditional and social media for narrative trends, and co-ordinating government responses across Whitehall to “rebut false narratives” and “promote” government campaigns through “reliable sources”.

In the months after the RRU launched, the Executive director of Government Communications Alex Aiken gave a rare interview outlining the unit’s work. He said that the disinformation covered by the RRU had included monitoring online networks around the 2018 UK airstrikes on Syria in response to the Douma chemical weapons attack by Bashar Al-Asad’s regime, as some groups had claimed the attacks were a false flag operation by Syrian rebels.

54 Ibid.
58 Ibid.
59 Ibid.
The senior official also pointed to RRU’s work to combat an online narrative that emerged in April 2018, based on news articles containing “sensationalist data”, that the London murder rate had exceeded the traditionally high murder rate of New York.

Although the pandemic has radically changed the government’s focus on its information operations these early examples underline the potential breadth of the RRU’s remit. Tellingly, the RRU was set up to work closely with the National Security Communications Team, suggesting that there was more than a simple media rebuttal remit to the unit.

How does the RRU operate?

Significant financial resources have been allocated to the Rapid Response Unit, which was given a £600,000 budget across its work 2020/21, £451,000 solely for staffing in 2021/22 and £352,000 for staff in 2022/3.62,63 This budget covered the salary for eight staff in 2021/22 [five permanent staff and three on fixed contracts] and six the following year [four permanent and two on fixed contracts]. Other requests covering the RRU’s resourcing have suggested that during the pandemic additional civil servants were also working alongside the unit.64

Tens of thousands of pounds have been spent on tools specifically for the RRU. £75,600 was spent in November 2021 on a one-year licence for Brandwatch, a social listening tool owned by public relations tech company Cision.65 The tool allows users to “tap into conversations” on social networks and review sites. Procurement documents also show that RRU staff would have access to unlimited searches, a dashboard, and could monitor unlimited searches across 30 queries.66 Brandwatch is marketed as an AI-powered tool capable of monitoring “thousands” of conversations online, producing a huge range of analytics on both topics and individual accounts. This can include sentiment [positive, neutral, negative] and emotional [anger, disgust, fear, joy, sadness, surprise] analysis of interactions, examining the demographics of accounts involved in a conversation, producing word clouds of related terms in posts, topic wheels showing the different sections of online discussion as well as the more common volume and timing statistics.67

This contract underlines the scale of the RRU’s capabilities to monitor social media and produce briefings for both the Cabinet Office and the rest of Whitehall about key online events.

---

62  Freedom of Information Request to the Cabinet Office, FOI2021/18934, 13th October 2021
63  Freedom of Information Request to the Cabinet Office, FOI2022_11552, 9th August 2022
narratives that government may choose to respond to, whether an official rebuttal or something more subtle.

Some other contracts signed by the Cabinet Office can also be connected to the RRU, even if it is not mentioned explicitly in procurement documents. This is either due to the context of the work or because the purchased services will be of use to the unit even if the deal covers use across the department as a whole. Many of these are basic media monitoring contracts that have been put in place across the Cabinet Office over the past few years. Although not exclusively for the RRU, products that aid with press monitoring will be of use to the unit – although the 2020 deal for COVID-19 media monitoring may have been more directly for the RRU.68

In March 2021, two contracts collectively valued at more than £2.5 million were awarded to Engine Partners, a conglomerate of specialist marketing agencies, for work around vaccine hesitancy. With attitudes towards COVID-19 vaccines being a key area of work for the RRU, these contracts are likely to relate to the unit.69 70 The larger of the two deals, worth £2,503,792 was to create a Vaccine Hesitancy Platform for the Cabinet Office while the smaller, worth £68,000 was for intelligence and media monitoring relating to the platform.

No documents were published by the Cabinet Office about the massive outlay but Engine Partners gave some detail of their work on their website. The company said it built a database bringing together population and socio-demographic data, vaccination rate data, survey data relating to vaccine hesitancy among social groups, as well as both news media and social media monitoring of vaccine coverage, sentiment and discussion trends across the world.71 The goal of the work was to create tools to support communications campaigns to increase vaccine uptake globally – starting by splitting the world into four groups at a global, national and regional level: already vaccinated; vaccine acceptors; vaccine rejectors and the undecided. Messaging was then designed to target these groups to “to increase vaccine confidence and raise awareness of misinformation”, with the true source of the messaging obscured.72

The Cabinet Office’s work with Engine Partners goes beyond mere monitoring of online narratives and correcting the record, towards behavioural influence. The project aimed to “change behaviour” in the marketing consultancy’s own words.

70 Vaccine Hesitancy Platform Contract, Cabinet Office, 25th February 2022, https://www.contractsfinder.service.gov.uk/notice/1c39f2ab-33fe-4ef4-a57a-adc4b7f6463?origin=SearchResults&p=1
72 Ibid
At the start of the pandemic, the RRU also received support from the British Army’s psychological operations division, the 77th Brigade, which is discussed later in this report.

**Functions of the RRU**

*Social media monitoring*

Social media monitoring makes up a significant part of the RRU’s work, as shown by the contracts already outlined. Before the Counter Disinformation Unit at the Department for Digital, Culture, Media and Sport got off the ground it was also involved in flagging content for censorship by social media platforms – in April 2020, it flagged six posts to social networks that resulted in the content being removed.\(^{73}\)

The Cabinet Office released one set of emails in response to an FOI relating to a content flag when asked for copies of all correspondence relating to the six posts taken down. The email chain was heavily redacted. Officials claimed exemptions relating to personal data, which is standard, and health and safety – arguing some of the hidden content would put both civil servants and members of the public in danger.\(^{74}\) It is unclear whether these exemptions were the reason why other email chains relating to the five other content flags were not disclosed.

Through a Freedom of Information request, we also obtained an internal RRU spreadsheet of major social networks’ terms of use that is framed in the context of COVID-19.\(^{75}\) Covering Twitter, Facebook and YouTube, the RRU categorised platform policies across different pandemic-related areas, with headings including:

- Contradicting official guidance
- Vaccines
- Prevention, cures and treatments
- Fake Accounts
- Exploitation of COVID-19 for financial gain

The creation of a comprehensive master document of platforms’ COVID-19 content policies underlines the importance the government’s counter-disinformation units placed on social media monitoring and content control.

\(^{73}\) Freedom of Information Request to the Cabinet Office, FOI2021/03168, 5th March 2021
\(^{74}\) Freedom of Information Request to the Cabinet Office, FOI2021/05695, 5th May 2021
\(^{75}\) Freedom of Information Request to the Cabinet Office, FOI2022/07670, 26th May 2022
Press monitoring

The RRU conducts traditional media monitoring, as well as social media monitoring. This includes an analysis of how articles on key topics perform online. The consequences of this have included official rebuttals of some claims made on social media and asking journalists to include government lines in their articles.

Supporting Whitehall departments with communications and propaganda

The RRU offers guidance to the whole government on responding to misinformation and disinformation and produced a handout that features advice on how to respond to it, depending on a team’s capabilities, using a four-stage process:76

- Find - misinformation or disinformation through continuous media monitoring
- Assess - the risk posed by the identified narrative
- Create - content to counter this risk
- Track - to evaluate long-term online narratives and historical perspectives and adjust strategies

Communications teams are split into three categories, based on their abilities:

- Essential [basic] teams who share existing government content, check Google trends and identify misleading posts
- Intermediate teams actively search for "misleading posts", use tools to analyse engagement and may produce videos, images and animations that are "more engaging"
- Advanced teams examine long-term online narratives using specific tools, analyse long-term risk and activate multi-channel content including op-eds, and conduct long-term campaigns or collaboration with influencers

The idea of working with influencers suggests that the Cabinet Office encourages more advanced communication teams to disseminate information more subtly or in ways that are not obviously connected to the government. However, when Big Brother Watch asked for copies of any payments made to influencers the Cabinet Office refused to tell us, claiming these would be managed by the companies contracted to deal with social media outreach, so it would be too expensive to find out which influencers are paid.77

76 Freedom of Information Request to the Cabinet Office, FOI2022/07670, 26th May 2022
77 Freedom of Information Request to the Cabinet Office, FOI2022/010056, 5th July 2022
One influencer who we know has worked with the government is Jake Sweet, who has 11 million TikTok followers, as he admitted to a Channel 4 documentary that he had worked with the government but did not specify the department or topic.\(^7^8\)

An example of the RRU’s deployment of social media content, pre-pandemic, centred on the 2018 reporting that London’s murder rate exceeded that of New York.\(^7^9\) Government Communications executive director Alex Aiken said that the RRU deployed social media content to “rebut and rebalance” the narrative.\(^8^0\)

Some of the Rapid Response Unit’s older work has also involved more clandestine tactics and has gone beyond issuing rebuttals. When the RRU supported government communications around the 2018 air strikes on Syria, the unit identified what it called “alt-news sources”. Alex Aiken said these outlets used sensationalism rather than facts for clicks – but the distinction between “alt-news” and other bold outlets such as tabloids was not given.\(^8^1\) In response, the RRU deployed its skills to push up “factual information on the UK’s response” and amplify government-approved sources of information.\(^8^2\) It is not clear precisely what methods this involved or whether this response also resulted in the articles’ positioning in search services being down-ranked.

**Summary of functions**

Although we have been able to obtain slightly more information about the Rapid Response Unit than the Counter Disinformation Unit, the information available about the extent of the Cabinet Office unit’s activities is still highly limited. From Freedom of Information requests submitted by Big Brother Watch and others published online, procurement contracts and long-archived government blogs, this investigation has managed to construct an outline of the RRU but it is not complete. From Big Brother Watch’s work, we have established that the RRU’s work includes:

- Detailed monitoring and recording of critical social media posts across a range of Government policy areas, assessing online sentiment, narratives and engagement – on a story-by-story basis, via weekly reports, and possibly by monitoring selected individuals

\(^7^8\) Meet The People Making A Fortune On TikTok | How To Get Rich, Channel 4, YouTube, https://www.youtube.com/watch?v=8UI0B1wvYBs&t=8s++
\(^7^9\) Reality Check: Has London’s murder rate overtaken New York’s? – BBC News, 4 April 2018: https://www.bbc.co.uk/news/uk-43628494
• Recommending content for review and removal by platforms

• Actively pushing overtly official social media content to rebut claims or re-frame the debate

• Issuing guidance to Departmental press teams on when and how to respond to online debates, including dealing with articles from mainstream news outlets

• Engaging with less overt social media campaigns and influencers to push government messaging

• Using SEO to influence search engine results to promote government-approved news sources over news outlets deemed “alt-news” by the government

• Creating guidance for the whole of Whitehall on tackling “misinformation”

The capabilities of the Rapid Response Unit are broad and span everything from search engine optimisation to social media monitoring and narrative analysis. What these tool have in common is their ability to influence the public mood and discourse and shape what people discuss online. These are abilities that Whitehall officials should not be able to use in the shadows, yet the public know little about what the Rapid Response Unit does.

In the era of the social-media-led news cycle, it is normal for governments to have teams plugged into the online debate, and for governments to communicate via social media. However, it is only recently that monitoring and silencing critics online has become part of the government’s communications methodology, and it has been made possible by invoking the greater purpose of countering online “misinformation”. For the state to identify lawful speech for potential censorship, even within the framework of the platforms’ terms of service, poses serious risks to freedom of speech, as does the manipulation of search results or government-sanctioned efforts to shift the framing of online discussions. Such acts do not contribute to the debate, but instead, seek to control it in favour of the government.

The examples of the RRU’s activities during the pandemic outlined in the next section show the threat the unit poses to dissent, debate and freedom of speech.
EXAMPLES OF THE RRU’S ACTIVITIES

This analysis is based on examining Subject Access Requests (SARs) submitted by individuals who we thought may have been affected by the RRU’s activities, and who agreed both to participate in this research and share their responses with us; and Freedom of Information requests. The following information was obtained from SARs made to the Cabinet Office, requesting information held or generated by the RRU in particular.

Targeting criticism of lockdown modelling

Peter Hitchens, a journalist at the Mail on Sunday, featured in an RRU flag from early November 2020 when officials took umbrage with him sharing a Daily Mail article based on leaked NHS documents – which claimed that the data given to publicly justify the November lockdown that year was incomplete. In an internal email, RRU staff accused Mr Hitchens of using the article to “further their anti-lockdown agenda and influence the Commons vote [to approve the lockdown] tomorrow”.

However, Mr Hitchens’s tweet simply shared an article from his employer’s sister paper, without offering comment on the contents. It is worrying that a journalist’s post, which had fairly low engagement, was monitored by the RRU simply because it linked to an article that criticised government policy. It is even more concerning that the monitoring appeared to take issue with information being shared that might influence a vote in parliament. The very purpose of journalism is to inform the population and, as such, benefit democracy.
Mr Hitchens also featured in a weekly counter disinformation report from early June 2020, after sharing a Spiked article in which an epidemiologist criticised the government’s approach to the virus. The RRU commented that his sharing of the article had increased engagement and that he suggested government was not listening to scientific advice. A call to listen to scientific advice is not pushing fake news – it is a call to engage in informed debate. The inclusion of this tweet in a disinformation update implies that some dissenting viewpoints were treated in the same way as disinformation.

A November 2020 article by Ross Clark published in print by the Daily Mail and online on MailOnline, which questioned some of the modelling used by the government when formulating coronavirus policy, also came to the attention of the RRU. Published on 20th November 2020, the piece was flagged by the RRU the next morning. Emails disclosed by the Department of Health and Social Care [DHSC] under the Freedom of Information Act show how officials discussed first the flagging of the story, related to its social media traction, and how government should respond.

One set of emails between the Cabinet Office and DHSC, with the subject line “COVID-19 stats claims: RRU flag and recommendation”, initially flags “not very high” social media engagement with the piece. The initial message, sent at around 10am on the 21st of November, appears to come from the Cabinet Office, but redacted sign-offs mean it is unclear if it came from the RRU. Staff highlighted the 6,600 social media engagements with the article and added that it had been picked up by “several high-profile lockdown sceptics”, specifically naming publican Adam Brooks. It should be noted that Mr Brooks is now a TV political commentator, but was a vocal critic on Twitter, not a media personality, at the time of RRU’s monitoring. The email ends by encouraging DHSC press officers to contact the Daily Mail to “make them aware of the public health impact” and ask them to put a government line in the piece. This is justified by a Cabinet Office official claiming that the article could undermine compliance with coronavirus restrictions. No inaccuracies or “disinformation” are identified in the article.

DHSC staff then agreed to look at putting together some government lines to respond to the piece, denying the claims that the pandemic modelling was flawed to encourage people to obey the restrictions. Four hours later, another email in the chain identified rapid growth in social media engagement with the article, including tweets from other “lockdown sceptics” that were performing well on Twitter. Further emails in the chain discussed the process of getting rebuttal lines approved by ministers’ special advisers. Officials also decided to respond publicly on Twitter, but argued that it would be better to...

84 Freedom of Information Request to the Department of Health and Social Care, FOI1281591, 6th January 2021, https://www.whatdotheyknow.com/request/daily_mail_article_on_COVID-19_20_n#incoming-1700398
reply to the Daily Mail’s tweet about the article rather than engage with the “lockdown sceptics”. The email chain closed on the morning of November 22nd with confirmation of the rebuttal tweet shared by the Department of Health.

Parallel emails within DHSC illustrate the process of determining what lines to take and how to communicate them. Most of the discussion related to sign-off for on-the-record and background statements. Likewise, in the DHSC summary of the issue, the justification for action is based on the potential impact of the article on compliance with COVID-19 restrictions, rather than the piece being incorrect.

Publicly, the DHSC’s rebuttal tweet claimed that the article was inaccurate, with the official Department of Health Twitter account responding: “This article is misleading. This
is a global pandemic – national restrictions have been introduced to keep people safe and save lives”. The tweet triggered a significant backlash from the newspaper, which accused DHSC of censoring the press in an article on November 23rd. The Daily Mail’s article also contained comments from two university professors supporting the paper’s attempts to interpret difficult data. Further emails disclosed to us by DHSC show that the newspaper took umbrage with the rebuttal tweet and asked for it to be removed for “relationship management” reasons, a request the Department agreed to. The article and DHSC’s response was the centre of debate in some sections of the press and social media about the role of government in responding to news articles it disagreed with. However, this was tinged with partisanship over attitudes to COVID-19 restrictions and some debate over the the Daily Mail’s use of figures, rather than addressing the role of a secretive unit in responding to articles in mainstream news outlets.

The RRU and DHSC appeared to be more concerned with the impact of the story on compliance with coronavirus restrictions, rather than the dissemination of information deemed to be inaccurate. It is alarming to read a government unit attempting to stop the public from questioning the reasoning behind what were major restrictions on their lives. Even in a public health emergency – particularly in a public health emergency - people must be free to question those in power.

Targeting criticism of tiered regulations and local lockdowns

One email chain obtained under FOI covered the RRU’s analysis of the announcement of regional tiers for coronavirus restrictions in late November 2020. The thread contained the unit’s analysis of the reaction to the announcement both from public figures and from people on social media, but focused almost exclusively on criticism of the government and recommended actions for government comms teams to take.

A FOI response we received from the Cabinet Office revealed that the RRU judged tweets from Labour leader Sir Keir Starmer MP and the Labour Mayor of Manchester Andy Burnham to have “amplified” people taking issue with the lack of business support funding for Liverpool and Manchester. It is not clear why leading Opposition politicians would be included in an analysis produced by a team with the RRU’s publicly acknowledged “misinformation” remit – as their comments were legitimate criticisms of government policy. These mentions suggest that by November 2020, the RRU was engaging in image

---
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management and narrative control for the government, given the emphasis its analysis placed on criticism of policy and how to react to this.

It was not only politicians who featured - ordinary people also had their Tweets looked at by the unit. A number of posts from unnamed accounts, dubbed "non-influencers", that had only a few hundred retweets, were included in the tier announcement analysis. These exclusively focused on the perceived disparity in treatment between London, which was placed into tier 2, and northern cities put into tier 3 despite having lower virus R rates. As with the politicians, this was a valid question to ask and critique to make, yet Twitter accounts belonging to ordinary members of the public [albeit with names removed for smaller accounts] were circulated in Whitehall by the Cabinet Office’s “fake news unit”. Although the names were removed, with the text of the tweets and interaction numbers, Big Brother Watch was able to identify at least one of the likely sources of the posts in the analysis – an account with fewer than 700 followers that predominantly posts about sport.

In May 2021, comments from both Labour and Conservative politicians were picked up when the RRU monitored the backlash to potential local lockdowns in Bolton and Blackburn. Chris Green, the Conservative MP for Bolton West and Labour Mayor of Greater Manchester Andy Burnham both expressed strong opposition to the spectre of localised restrictions.
The two politicians had quotes picked up in an RRU update from May 2021, titled “COVID-19 Variant First Detected In India Online Reaction”, which appears to have partially monitored the reaction to the government refusing to rule out local lockdowns in Greater Manchester, where the variant was prevalent. This came just a week before lockdown measures were due to be eased.

Mr Green expressed his opposition to further restrictions, telling TalkRadio: “In Bolton businesses are preparing for next week, if we have a lockdown all of the work they’ve put into it, all the staff, all the new produce they’ve brought in – that’s all going to have to be dumped, and that’s a huge problem.”

Meanwhile Mr Burnham said “My heart sank yesterday when I heard the Prime Minister reintroduce the possibility of local lockdowns; they really didn’t work”.

Both men, who are elected representatives of the area, were expressing opposition to threatened government policy that would have had a massive impact on their constituents, as per their duty, given their roles are required to advocate for their constituencies. However the Cabinet Office’s “fact based debate” unit circulated their comments as government criticism, suggesting that it was the negative stance they had taken that led to their opinions being monitored. This extract provides more evidence that instead of dealing with truth and facts, the RRU spent significant amounts of time monitoring dissenting political views from politicians.

It is alarming that monitoring this kind of content was a key part of the RRU’s work – criticism of policy should be able to happen freely in the press and the public forum. A political party may want to analyse social media to gauge reactions and influence debates, but this is not the same as the state “combating misinformation”. The conflation of political critiques with falsehoods signals a level of political control that is dangerous for freedom of speech. The evidence we have uncovered of RRU’s political narrative monitoring suggests that the
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unit has engaged in activities that are harmful to democratic discourse.

**Protest during lockdown**

Protest was another form of dissent that came to the RRU’s attention. Big Brother Watch obtained evidence of an internal RRU flag of a piece of media - a photo shared by Julia Hartley-Brewer, that had significant engagement online in November 2020. This was described as an image of a man at an anti-lockdown protest. In the email thread we obtained via a FOI request, there was no explanation for the monitoring of the photo, bar it gaining traction on Twitter. Engagement was described as “mainly confined to lockdown sceptics” with the RRU official adding it was retweeted by “critic” (journalist) Julia Hartley-Brewer.

In addition to the unit’s worrying interest in protest, this suggests that the government was monitoring not only narratives but individuals, describing journalists as “critics”. This would appear to diminish, not protect, the “fact-based debate” the RRU claimed to defend.

**Targeting Covid pass dissent among the public, journalists and MPs**

The RRU produced weekly analysis reports on some topics, including a weekly “Vaccine Hesitancy Report” in 2021. In excerpts seen by Big Brother Watch, RRU staff noted the engagement of tweets from figures described as “vaccine and lockdown sceptics”. This suggests that Cabinet Office officials are engaged in the systemic monitoring of individuals who are critical of government policies in what was a controversial policy area. Time and time again opposition to vaccine passports, a controversial scheme opposed by a huge section of society including more than 90 parliamentarians of all political stripes, was discussed in the context of “vaccine hesitancy”. Many of the tweets recorded in the vaccine hesitancy reports made no mention of vaccine safety and only criticised vaccine passports for their lack of effectiveness and the authoritarian nature of the policy. As with other elements of the unit’s activities, the definitions and remits it was working to expanded dramatically, underlining the risks to free speech posed by the Whitehall unit, which is allowed to operate without proper oversight.

The RRU mostly focused on social media engagement with the stories that were critical of the government, or policies it supported. In one Vaccine Hesitancy Report from October 2021, the RRU looked at “key findings” on social media engagement, with the topics including (then) Health Secretary Matt Hancock telling unvaccinated carers to get another job and a French study that found COVID-19 vaccines had up to 90% efficacy in preventing hospitalisation from the disease. In the analysis of the Matt Hancock story,
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the RRU did not analyse opposition to the vaccine but rather opposition to mandatory vaccination policies, which suggests that the unit conflated opposition to coercion with vaccine hesitancy.

Elsewhere in the report, TalkTV journalist Julia Hartley-Brewer and Reform UK leader Richard Tice were branded “vaccine sceptics” when tweeting a Telegraph article, reporting on a joint letter from then Health and Education Secretaries, Sajid Javid and Nadhim Zahawi, headlined “Pupils could lose out on face-to-face lessons if they don’t get vaccinated, warn ministers”. It is worrying that RRU officials were using pejorative labels, with little evidence base, to refer to critical journalists. Neither Mr Tice nor Ms Hartley-Brewer’s tweets took issue with the vaccine, but the pair both took aim at the coercive message from ministers. Further, Ms Hartley-Brewer repeatedly stated on her radio show and her Twitter account that she had received two doses of a coronavirus vaccine. However, tweeting newspaper articles appears to have been enough for the RRU to brand them both vaccine sceptics, a potentially damaging label, which shows how the RRU took license to monitor, record and report within government on journalists and politicians who criticised government policies, under the banner of countering “misinformation”. Ms Hartley-Brewer in particular was mentioned many times as opposing Covid passes in both RRU documents and general Cabinet Office media monitoring.

The content targeted shows that the RRU was monitoring various narratives around the vaccine as part of its work, even those not related to the efficacy of the jab itself. This was a long way removed from the role ministers publicly claimed the RRU would play in countering “hesitancy” and further underlines the fact that the RRU was active in monitoring a much broader range of speech than alleged misinformation, including political dissent.

---
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Several tweets on vaccine passports by a publican, Adam Brooks, who was critical of a number of the non-pharmaceutical interventions implemented by the government, were
among those featured in the vaccine hesitancy reports. However, none of his tweets in the reports made any mention of the merits of the vaccine itself. Mr Brooks called Covid passes "divisive and intrusive" and shared a Guardian article reporting on a study that vaccine certificates increased vaccine hesitancy. His other recorded tweets condemned Nicola Sturgeon for introducing Covid passes in Scotland and questioned the apparent bias of a government consultation on the issue.

Journalist Toby Young also featured in several of the vaccine hesitancy reports and, as with Mr Brooks, some of the tweets included suggest that expressing opposition to government policy as a whole merited inclusion in a report, rather than specific posts.

A July report included the Toby Young tweet which also did not comment on the vaccine itself [neither did the article linked]. In the tweet, Mr Young pointed out the swift U-turn from the then-Vaccines Minister Nadhim Zahawi who went from condemning vaccine-only Covid passes as "discriminatory" to advocating for them in just four days.

There is no reasonable reading of any of these tweets that could be perceived as contributing to "vaccine hesitancy", as implied by the RRU’s reports. Making critical comments about a controversial scheme, which was widely condemned by MPs and civil society, cannot be construed as encouraging of vaccine hesitancy.

Perhaps the most shocking examples of the disinformation units monitoring political dissent is the RRU's monitoring of MPs against Covid passes.
David Davis, the senior Conservative backbench MP and former Brexit Secretary, was mentioned in RRU analyses on multiple occasions, providing further evidence that even elected MPs were not outside the scope of the unit’s monitoring.

A weekly vaccine hesitancy report from July 2021 featured a tweet from Mr Davis from June 30th of the same year which celebrated the government’s decision to scrap mandatory COVID-19 certificates for large events. The MP argued that the passports were aimed at solving a "a non-existent problem of poor vaccine take-up". It was still circulated in a "vaccine hesitancy report", although Mr Davis made no reference to the vaccine’s efficacy.

Mr Davis also appeared in a second report from 25th August 2021 after he tweeted a Daily Telegraph article covering findings suggesting that although COVID-19 vaccination had been very successful in cutting hospitalisation and death, it may have had little impact on transmission of the Delta variant of the virus.101 The article was based on a study from the University of Oxford finding that double jabbed people who contracted the Delta variant had similar viral loads to unvaccinated people, meaning they had a significant chance of passing it on. Due to this, Mr Davis suggested that vaccine passports could give people a false sense of security as well as being discriminatory – a view that had already been expressed months before by Professor Robert West, a UCL expert in health psychology who has participated in SAGE’s behavioural sub-committee SPI-B.,102 among many others.
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There is no reasonable reading of either of Mr Davis’s tweets that could be interpreted as undermining the vaccine, misinformation or disinformation. However, this political disagreement with the government meant that his comments were picked up by the RRU, suggesting that even intra-party criticism by fellow MPs was monitored by the unit.

Mr Davis’s opposition to vaccine passports also led to him being featured on a general RRU analysis document dated 26th October 2021, alongside fellow Conservative MP Marcus Fysh. Both politicians had tweeted in response to news coverage of the leaked DCMS economic and social impact analysis of vaccine passports which found they could displace people into venues not requiring certification, which could in fact fuel the virus, and have a negative economic impact on sectors of the economy where vaccine passports were required.

Even the RRU analysis extract acknowledges that the two MPs were opposed to vaccine passports, partly due to their economic impact, yet the Cabinet Office’s misinformation unit picked up and circulated the tweets as part of their work. This is yet more evidence that tracking political dissent was a key part of the RRU’s remit.

Another senior MP discovered through their SAR that they were included in a RRU report on “narratives and actors” about vaccine hesitancy when they were criticising policy plans to mandate vaccine passports for hospitality. At the time, this was a live and vital policy debate.
Politicians opposing a government policy is not fake news or misinformation. Monitoring and treating the discourse of a democratically elected Member of Parliament in this manner is dangerous for democracy.

It is clear that the RRU viewed any opposition to any element of the government’s jab policy as worthy of monitoring, showing an alarming disregard for public debate over contested issues. It implies that the unit sought to surveil and undermine criticism rather than engage with supposed “harmful narratives” or promote a “fact based debate” online.

**Surveilling dissenting academics**

Even contributions from eminent academics to the public debate were flagged to Whitehall officials by the RRU.

Carl Heneghan, Professor of Evidence-Based Medicine at the University of Oxford, co-wrote an article for the Spectator with Professor Tom Jefferson in September 2020 questioning the scientific basis for the “Rule of 6” and whether there was an evidence base that it was the optimal group size to balance harms from COVID-19 against the harms of social distancing.\(^{103}\) Broadly, Professor Heneghan called for coronavirus measures to be evidence based with the goal of reducing overall harm. Yet the RRU noticed that some critics of lockdown were sharing the piece on social media and deemed the article worthy of a flag to officials.

In another example, a report from the Rapid Response Unit, disclosed in Professor Heneghan’s SAR to DCMS, picked up newspaper coverage of Professor Heneghan’s comments to the BBC’s Radio 4Today programme arguing that the death rate models used to justify the November 2020 lockdown had been proven wrong.

---

The SAR response to Professor Heneghan reveals that the RRU picked up a tweet sharing the Daily Telegraph’s report on the comments, which had garnered 12,000 interactions online. In its coverage, the newspaper contrasted graphs containing models presented at the press conference announcing the lockdown with the real figures. Professor Heneghan had told the BBC that the models presented at the announcement were outdated and should not have been used to justify the lockdown, and he urged the government’s scientific advisor to be “really clear” on the justifications for the decision when giving evidence to MPs.

The RRU’s monitoring of Professor Heneghan’s expert contributions to public policy discussions show that the unit focused on dissenting narratives rather than “harmful” ones or falsehoods, as politicians claim it does. A top academic, specialising in evidence-based medicine, at one of the world’s most prestigious universities should be able to offer his view on the scientific underpinnings of the coronavirus mitigation measures and restrictions implemented by the government without his comments being monitored by a unit tasked to counter misinformation – disagreeing is not disinformation by any definition.

As with the Spectator article, Professor Heneghan was speaking on an area where he has significant expertise and was calling for a facts-first discussion on the reasoning behind interventions with huge implications for society. As little context has been given by DCMS on what the RRU’s report covered, it is unclear why the unit picked up coverage of Professor Heneghan’s comments. Nonetheless, it is alarming that debate among scientists about the evidence for a major policy decision is seen to be within the RRU’s remit. Professor Heneghan’s credentials alone should be a reason to view this as an example of a fact-based debate, not an attempt to subvert one. The RRU’s monitoring of these comments suggests that going against the government is enough for them to be watching.

University of Birmingham biostatistician Professor Jon Deeks is another academic who was monitored by the RRU. His views on the Liverpool mass lateral flow testing trial, which used Innova-made kits, featured heavily in an RRU “analysis & recommendation document” examining discussion around the high false negative rates found in the trial. Professor Deeks pointed out in a Twitter thread that the Department of Health and Social Care’s own data found that 3 in 10 people with COVID-19 who had “higher viral loads” tested negative, and he called for DHSC to halt the use of Innova lateral flow tests as a...
Professor Deeks, who is the Chief Statistical Advisor to the British Medical Journal, had his Twitter thread written up into articles by a number of major news outlets including the Daily Telegraph, which the RRU complained did not include a line from a government spokesperson.\textsuperscript{106} Two days after the article was published, on December 5\textsuperscript{th} 2020, the article was updated without comment to include a line from DHSC officials.\textsuperscript{107} Although the RRU’s recommendation was excluded from the extracts of the emails seen by Big Brother Watch, it is fair to assume that it included a suggestion to pressure the Daily Telegraph to include a government line after publication.

As with Professor Heneghan, Professor Deeks’s credentials and reputation in the very field he was commenting on, that is, evaluating the performance of medical tests, should have been sufficient evidence to show that he was a valuable voice in the debate on mass testing with Innova LFTs. Despite his track-record and reasonable criticism, Professor Deeks told us that the government never sought to engage with him on the issues he


had with the LFT programme. A government scientific adviser had even contacted senior members of the University of Birmingham asking for Professor Deeks to stop publicly commenting on the Innova tests, he told us, with the adviser telling the University that his "comments were thought of as being unhelpful by the Cabinet Office". Fortunately, Professor Deeks's university, unlike the Cabinet Office, encouraged scientific debate and stood by him. Meanwhile the RRU secretly surveilled his dissent and tracked its online traction, making sure that the government was defended in news coverage.

The RRU also offered advice to government comms staff regarding the Great Barrington Declaration.108 The Declaration, authored by three epidemiologists, called for a policy of “focused protection” rather than lockdowns in response to the COVID-19 pandemic and received over 250,000 signatures from scientists, politicians and concerned citizens. The RRU analysed social media engagement around the Declaration and identified tweets from an MP (who wishes to remain anonymous) who criticised the civil liberties impacts of some coronavirus restrictions, and the group Keep Britain Free, which campaigned against lockdowns. In the days after publication, it was noted that the Declaration was widely covered but the engagement was said to be minimal – leading the RRU to recommend no online government response. However, Big Brother Watch and other freedom of expression groups noted that the Google results for the Declaration changed rapidly, with the Declaration website no longer appearing in the first pages of search results.109 In a meeting with us, Google refused to confirm or deny whether they had taken action that affected the visibility of the Declaration or whether Google staff had discussed the matter with government representatives.

One striking piece of RRU analysis from November 2020 we uncovered through a FOI request saw the unit share its work with Oxford University when some doubts were expressed by respected, mainstream scientists over the data coming out of the Oxford/AstraZeneca vaccine trial.110 Consumer health activist Dr Hilda Bastain wrote a piece in Wired praising the rigour of the Pfizer trials while being more cautious about the Oxford/AstraZeneca results due to the latter's trials as it involved two smaller trials with different designers in the UK and Brazil – unlike Pfizer’s single standardised large scale trial.111 Other well-respected medical experts shared Dr Bastain's concerns, including Anthony Costello who worked on Independent Sage and is a former World Health Organisation director and University College London professor.112 Dr Costello had previously criticised the government for not locking down fast enough.113
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Dr Bastain and Dr Costello did not cast doubts on the potential of the vaccine, and Dr Bastain lauded Pfizer’s efforts. But both called for the University of Oxford and AstraZeneca to mimic their rival’s rigour in their trials to ensure that there was the best possible evidence base for the Oxford jab to be approved. Given the credentials and expertise of both of these people, their contributions can only be seen as adding to the fact-based public debate. The RRU had no justifiable reason to monitor this kind of academic debate on social media, or to share it with third parties – and this appears to be another example of the RRU monitoring speech, however well-informed, that the government may not like.

Monitoring criticism of care home policy

On November 4th 2020, the RRU flagged a “high growth” video of a retired nurse being arrested after trying to remove her mother from a nursing home so she could care for her at home ahead of the month-long lockdown. At the time, many people had not been able to have close contact with relatives living in care homes for months and the November lockdown would further reduce already limited visitation. The video went viral on social media, driven by a sense of outrage at the situation.

Journalist Julia Hartley-Brewer was one of the people who shared the video, initially posted by RightsForResidents which campaigns for the rights of those living in care homes.


Neither the video nor Ms Hartley-Brewer’s tweet could be perceived in any way to make a claim that could be considered false. They offer a critique of the impacts of lockdown on care home residents – something that was a controversial and emotive issue throughout the pandemic. The RRU’s monitoring of public engagement around this incident suggests that the unit was concerned with narratives critical of the government’s policies.

**Monitoring criticism of Government conflation of law and guidance**

On some occasions, the RRU monitored criticism of its own misleading information. In May 2021, as the government prepared to ease legal lockdown restrictions, senior ministers including Michael Gove and even the then Prime Minister Boris Johnson claimed that hugging or “friendly contact” between people would be allowed again. Many newspapers put the lifting of the so-called “hugging ban” on their front pages. None of the front pages mentioned that the hugging ban was fiction. Although social distancing guidelines advised people to remain 2 metres apart, hugging was never “banned” or unlawful.

---
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Our director Silkie Carlo shared a thread on Twitter pointing out the fact that the so-called hugging ban was never "not allowed", criticising the widespread conflation of advice with legal restrictions. The tweet was monitored and recorded by the RRU which included it in a pre-press conference briefing on online narratives dated March 10th claiming that the tweet "criticised restrictions on hugging as infringing human rights".

A tweet from Julia Hartley-Brewer also featured in the RRU analysis of the narratives around the "hugging ban". Ms Hartley-Brewer condemned the idea that human interaction had to be managed in such a controlling way as to remove the ability of an adult to decide for themselves. No factual claim about the value of the so-called ban in terms of transmission reduction was made – rather she made a sarcastic comment about the micromanagement of behaviour. There is no reasonable interpretation of the definitions fake news, misinformation or harmful narrative that could include this joke.
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If the RRU was focused on promoting a “fact-based public debate”, officials would have sought to correct where guidance was wrongly represented as law. It is an important distinction to make in a democracy underpinned by the rule of law.

A May 2021 Julia Hartley-Brewer interview with Gillian Keegan, who was a health minister at the time, was picked up by the RRU in its analysis around advice on international travel. In the interview, Mrs Keegan pushed misleading lines, insisting repeatedly that people were not allowed to travel to countries such as France and Spain for a holiday [then on the amber list – which required testing and home isolation on return].\(^\text{120}\) As with the so-called hugging ban, the restrictions on travelling to amber list countries for pleasure rather than business was guidance and not the law. However, it was only under persistent questioning from Ms Hartley-Brewer that the minister conceded that there was a difference between the guidance and law and that holidays in France and Spain were allowed.

Yet when the tweet featuring the interview was featured in the RRU analysis it was described as Julia Hartley-Brewer criticising the “amber list designation as guidance, not law”. This misrepresented the tweet which took issue with the minister’s lack of clear distinction between guidance and law applying to the amber list, rather than the amber list designation not being law. Ms Hartley-Brewer’s post exposed misleading information propagated by a government minister which could undermine a “fact-based” debate, yet the RRU did not comment on Ms Keegan’s obfuscation of the law. The inclusion of this tweet shows the RRU spent significant resource monitoring criticism of the government, even where the criticism was verifiably true, rather than dealing with supposed misinformation.

---
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or falsehoods in the public debate.

Three weeks later, further RRU analysis on travel restrictions confirms that criticism of the government was a key focus. As Portugal was being moved from the green [minimal restrictions] to the amber [10 days self-isolation] list in early June, the (then) Cabinet Office Minister Michael Gove took advantage of a pilot scheme offered only to ministers and officials to test daily rather than isolate at home after being exposed to coronavirus on his flight home from the Champions League final in Porto.121

Mr Gove’s ability to take part in the pilot was controversial with Labour MP Lucy Powell tweeting: “How come Michael Gove gets to be part of a ‘pilot scheme’ to avoid self-isolation in place of testing? I know many businesses in Manchester have had to close due to high numbers of staff being ‘pinged’ who have subsequently tested negative. Can they join pilot?”

The criticism of Mr Gove came to the attention of the RRU - which of course sits within the department he ran at the time. The analysis related to the amber list changes also contained a tweet from Ms Hartley-Brewer who shared a Spectator article, without comment, about Gove’s use of the pilot scheme to avoid self-isolation.

The inclusion of a fact-based discussion of Mr Gove’s position exempting him from isolation rules shows that the RRU’s work regularly included narrative monitoring on topics that could damage the government’s reputation. The inclusion of Ms Hartley-Brewer’s tweet in particular indicates that the unit was not only interested in government criticism but

government critics, and those with a high reach.

Some time later, Ms Hartley-Brewer tweeted a joke about how complex the travel restrictions were.

Surprisingly, the RRU monitored and recorded this tweet in its analysis of online COVID-19 narratives. A document named "COVID-19 narratives today - NHS app and travel guidance – RRU analysis" by the Cabinet Office noted criticism over the complexity of the travel rules, which even travel bosses had blasted as "complicated".122 This tweet cannot be seen as anything other than satire aimed at a Byzantine set of rules, yet the RRU deemed it important enough to be circulated throughout Whitehall as part of its analysis of narratives on travel restrictions.

**Monitoring the reaction to Dominic Cummings at the Select Committee**

The RRU also engaged in the surveillance of content outside the bounds of supporting a fact-based debate by providing live analysis for the Cabinet Office when Dominic Cummings, Boris Johnson's ex-Chief of Staff, gave evidence to a House of Commons select committee. Our FOI request revealed that the RRU had collated media reports, lines from commentators and tweets from journalists about the event – suggesting that the political reaction to Mr Cummings's comments was of great interest to the supposedly

---

counter-misinformation unit. One section of the RRU’s analysis referred to Mr Cummings suggesting that locking down earlier in the pandemic would have saved lives, which was featured alongside a tweet from Julia Hartley-Brewer who disagreed with the comment citing Sweden’s no-lockdown strategy as evidence – with the country having fewer COVID-19 deaths per capita than the UK. Regardless of the merits of arguments on whether the UK should have locked down earlier or later, the rolling analysis of Mr Cummings’s appearance and the inclusion of this tweet further underline the RRU’s work in monitoring political dissent and disagreement with government policy.

By the time of his appearance at the committee, Mr Cummings had left government and had become a significant critic of Boris Johnson - one with huge quantities of inside knowledge. Throughout this investigation, the only example Big Brother Watch has uncovered of a select committee appearance being given detailed live monitoring is Mr Cummings’ evidence session – someone who was expected to criticise the government and someone whose position allowed him to back up the claims. It would appear that the monitoring of this evidence session with a disgruntled former government insider, as well as the reaction of political journalists to it, was not motivated by a counter-misinformation purpose but reputation management.

**Monitoring test logistics**

In emails we obtained through FOI requests, a member of the RRU contacted Facebook staff, copying officials from the Department of Health and Social Care on 10th April 2020. The content flagged was a post written by a courier who was delivering batches of Randox COVID-19 tests to test centres and shared details of his route. The RRU staff member expressed concern that this was a breach of GDPR, claimed it could put testing centres at risk, and asked for it to be removed “urgently”.

The post was restricted to be seen by “Friends Only”, meaning that only the courier’s Facebook friends could see it. Questions remain over how RRU staff found the post given the privacy settings, and why they felt generic information about test deliveries posed a risk. A member of Facebook’s staff passed the post onto the review team but the social media company told the Cabinet Office hours later that the account had been disabled by the courier himself, with no reason why given.

---

123 Freedom of Information Request to the Cabinet Office, FOI2022/15292, 21st November 2022
The chain of emails raises questions about how Cabinet Office officials can see ostensibly private posts, and about the justification for the demand for removal when the location of testing centres was in the public domain. It also shows how the hotline between Whitehall and major social platforms works, and the cordial relationship between individuals with emails being sent on first-name terms.
It is not only on coronavirus that Ms Hartley-Brewer was monitored. Her simple re-share of a news article was picked up in an RRU analysis.

Following the fall of Kabul in August 2021, there was significant media coverage of the aftermath including the mass evacuation of people from the country, both British and Afghan. One incident saw a person supposedly on a no-fly list brought to the UK during the evacuation. A RRU analysis of the Afghanistan crisis dated 24th August 2021 included mentions of tweets that were described as "factual in nature and report the news", such as one where Ms Hartley-Brewer shared a Sky News article about the no-fly incident without comment. The Subject Access Request where this mention was obtained provided minimal context. It is alarming that a team with the RRU’s remit used resources to monitor and record journalists sharing factual reports of the news.

The information we have garnered on the monitoring of high-profile figures by the CDU and the RRU give us a snapshot of the types of information and opinions the secretive units are concerned about. Given what we know about these units’ powers as Trusted Flaggers, who push for the censorship of speech online, the fact that in many cases targeted speech included comment and opinion on matters of public policy, is deeply concerning.

77th Brigade
77th Brigade
British Army, Ministry of Defence
Purpose: Information Warfare

What is the 77th Brigade?

The 77th Brigade is part of the British Army and exists to conduct information operations within the military, with its work spanning from audience analysis to disseminating counter-propaganda. The Brigade has conducted operations against both the Taliban and al-Qaeda. Its members include Conservative MP Tobias Ellwood, Chair of the Defence Select Committee and former army captain, who is a reservist.

77x and COVID-19

General Sir Nick Carter, the UK chief of defence staff, announced that the Brigade was working to counter COVID-19 related misinformation online. It was subsequently revealed in November 2020 by The Times newspaper that the 77th Brigade [77x] was supporting the Cabinet Office’s Rapid Response Unit’s counter-disinformation work around vaccinations - however, it is understood that this ended by late 2021.

After 77x’s involvement was revealed, the Ministry of Defence explained that soldiers were not deployed against UK citizens: “Defence are supporting the Cabinet Office to tackle disinformation and hostile state narratives which seek to undermine the UK’s reputation. All work is internationally focused, and the military do not and have never conducted any kind of action against British citizens.” When Big Brother Watch asked the Ministry of Defence for a copy of any legal justifications or data protection impact assessments produced to facilitate 77x’s co-operation with the RRU, the MOD claimed that no information was held.

77x’s work with the Cabinet Office was said to be monitoring the web to analyse how UK residents were being targeted online by anti-vaccine propaganda from hostile foreign

---

126 77th Brigade Influence and Outreach, British Army, accessed 14th December 2022, https://www.army.mod.uk/who-we-are/formation-divisions-brigades/6th-united-kingdom-division/77-brigade/
127 Tweet from Tobias Ellwood, Twitter, 30th September 2018, https://twitter.com/Tobias_Ellwood/status/1046379902122029056
131 Ibid
132 Freedom of Information Request to the Ministry of Defence, FOI2022_10494, 4th October 2022,
Some of the work conducted included detecting alleged mis/disinformation and passing it onto the Cabinet Office. Target Audience Analysis (TAA), one of the sub-units involved, is claimed to help understand the “cognitive behaviours of audiences, actors and adversaries.”

Although little has been said publicly about how 77x supported the Cabinet Office, Big Brother Watch has obtained a limited set of tweets identified by 77th Brigade soldiers and passed to the department.

The list of posts were formed as part of the “Disinformation Daily” report dated 2nd June 2020, from 77x to the Cabinet Office, which was disclosed through a Freedom of Information Act request asking for copies of communications between 77x and the Cabinet Office from early June 2020. It featured three “key headlines”, with accompanying tweets; one on reports that COVID-19 may be a vascular disease, a second on an “anti-authority conspiracy video” making “untrue and misinformed claims regarding UK laws” and a third on another video claiming the “UK government has threatened, manipulated and deliberately terrified” citizens during the pandemic, with the first making up the majority of the tweets in the report.

The first headline centred on an article covering a piece in the Lancet examining the impact of the virus on blood vessels. Similar conclusions, that COVID-19 can have severe effects on the vascular system, were reached in a January 2021 paper from Harvard Medical School, underlining the point that this was a serious point for discussion. In the briefing accompanying the list of tweets, 77x expressed concern about people concluding that the impact of COVID-19 on the vascular system meant that it was solely a cardiovascular disease and advocating unapproved treatments. It added “The broad conversation has approx 20k engagements, with fringe comments making up a small proportion of that.”

All bar one of the accounts whose tweets on this topic were picked up by 77x were clearly identifiable as being UK-based. They include two people who claim to be current or former NHS nursing staff among a number of accounts who are clearly based in the UK, with their Twitter bios featuring locations either set as "UK" or specific locations such as Brighton and the Isle of Wight, or in one case identifying the account as belonging to a
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133  UK On High Alert For Anti-Vaccine Disinformation From Hostile States, Financial Times, 11th December 2020, https://www.ft.com/content/7502f1f1-e104-403d-975f-bedc6e518fe2
135  Ibid
136  Freedom of Information Request to the Cabinet Office, FOI2022/16907, 22nd December 2021
physics student at the University of Warwick. Notwithstanding the fact that hostile actors could set up sock puppets purporting to be British citizens, the balance of probabilities overwhelmingly points to these accounts being genuine people based in the UK.
These screenshots are some of the Tweets identified by 77x soldiers and passed onto the Cabinet Office as part of the Disinformation Daily. Some of the posts made unevided claims. Others expressed concerns about their own medical conditions after having the virus in light of the evidence linking the disease to cardiovascular effects, or questioned the blood clot risk of the contraceptive pill combined with a bout of COVID-19. Spring 2020 was a time of confusion and fear, when much was still to be learned about the virus’s potential impact on those infected.

Since the revelations of military support for a civil service “disinformation” unit came to light, a whistleblower from 77x spoke exclusively to Big Brother Watch to shed some more light on the Brigade’s capabilities and scope.

These FOI disclosures back up our whistleblower’s ['AB'] evidence that in Spring 2020, 77x troops were directly involved in information operations and surveillance that caught up people living in the UK time and time again. It is alarming that in a democracy the government deployed soldiers to monitor its own people, even if that was not the direct brief. As AB writes in his contribution to this report, he and his colleagues were not told to target British people online, but the lack of safeguards to stop the monitoring of people in the UK made it inevitable.

In an exclusive interview with Big Brother Watch, AB told us that his work with 77x was mostly ”monitoring the sentiment of the British public and how they perceived the Conservative administration doing a COVID-19 response”. He said that although there were not explicit instructions to monitor UK sentiment or British people, soldiers in the unit received positive feedback when they passed tweets along those lines up the chain. AB said that it was effectively left up to individual consciences whether their reports included British citizens, something he said he did not do.139

There were minimal safeguards in place to ensure that British people were not caught up in their “sifts” of Twitter and AB said that the reality was that “it would be impossible not to also pick up British citizens at the same time” as 77x monitored Twitter.

General Sir Nick Carter claimed in 2020 that “The 77th Brigade are not currently supporting in the Cabinet Office with any projects that would involve interactions with British Citizens who might be posting disinformation nor misinformation and any capabilities are not being directed at the UK population. 77th Brigade do not, and have never, conducted any kind of action against British citizens.” (Emphasis added).

At the same time, documents obtained in another FOI revealed that government press officers were instructed to tell the media that 77x’s work with the

139 Big Brother Watch Interview with AB, 77th Brigade Whistleblower, 30th January 2023, https://www.youtube.com/c/BigBrotherWatchHQ
RRU focused on understanding “narratives about vaccinations overseas”. However, these examples completely contradict the military’s claim that they were not directing their capabilities against British citizens, and instead focusing on foreign vaccine narratives. All four of the tweets above, which were included in the Disinformation Daily report, clearly put their location in the UK and some identify specific cities. Clicking on the accounts makes it obvious that the individuals are UK based, meaning that 77x soldiers either did not have adequate checks to protect British people from their surveillance or the Chief of Defence Staff misled the public about the military involvement. Either way the government effectively deployed the British Army against its own people, whether by accident or on purpose.

The whistleblower wrote the following extraordinary testimony for this report, which reveals the highly limited capabilities of 77x and that that they relied on rudimentary social media searches to identify content on topics they were tasked to monitor. Most concerningly of all, 77x social media monitoring and reporting to government captured UK citizens who expressed concern about government pandemic policies – not only foreign purveyors of disinformation.

"In March 2020, I was serving in the British Army when COVID-19 became a focus for the UK government. I was seconded to 77th Brigade (‘77x’), on the basis that I would be helping to find foreign state misinformation on social media.

"I had a few friends in 77x, and I was aware that they had provided manpower to the Cabinet Office under Military Aid to the Civil Authority (‘MACA’), a military function which allowed governments to reach in to the military - beloved by brigadiers who wanted to gain access to politicians through the efforts of their troops.

"I was sold on the idea of countering misinformation emanating from Russia or China, and I was looking forward to seeing the capability 77x held. In common with many of my team members, I had an intelligence background, but little experience of cyber.

"We were sent on basic training including the use of anonymised laptops and many legal briefs to ensure we knew how to remain legal. We got started and helped out with the existing team of around 8 counter misinformation/disinformation/malinformation (‘mis/dis/mal’) operators. I found it remarkable that this team existed, as I thought I was well-informed about our intelligence activities, but I also found it astonishing how little experience they had in cyber, being a team sourced from across all areas of defence. We were asked about our experience in cyber and it seemed to me that they were looking for help in setting up the capability and that they were not really skilled in identifying misinformation or disinformation. They had been told what was legally allowed, such as a ‘scrape’ whereby we searched online platforms for keywords; and what was illegal, such as repeatedly looking at a named UK individual’s account without authorisation, although some people would do that from their own accounts after their shift.

"After this training, we worked in shifts running searches of Twitter by keywords that were often dictated by the central team leader in 77x – usually in the morning, leaving me with the impression that the search terms were directed by that day’s newspapers. An early and popular keyword was ‘ventilator’, relevant to the time, and quickly this directed us down a route which I believe had us monitoring the social media posts of ordinary, scared people communicating government-inspired fear to their friends. We would send screenshots of Tweets from people who appeared to be British expressing dissatisfaction with the UK Government’s action against COVID-19, such as Labour activists concerned about inadequate supplies of ventilators, to our team leader who would gather them together and send them to the project lead. To skirt the clear legal issues with a military unit monitoring domestic dissent, the leading view was that unless a profile explicitly stated their real name and nationality, which is of course vanishingly rare, they could be a foreign agent and were fair game to flag up. The project lead would then gather these
screenshots into a slide pack and send them to the Cabinet Office. Feedback from the Cabinet Office, via the project lead, would direct us what to look for the next day, and we would also find our own threads to pull at which would be passed on to the next shift. We learned from the feedback that the government were very keen on hearing what the public thought about their COVID-19 response and how scared people were. However, these posts did not contain information that was untrue or co-ordinated – it was simply fear and domestic dissent.

"I later read the Ministry of Defence claimed to a newspaper that our activities were 'not being directed at the UK population' and that '77th Brigade do not, and have never, conducted any kind of action against British citizens'. It is true that our counter-disinformation activities were not directed at the UK population, but given that we were conducting very rudimentary scrapes of the English-speaking Twittersphere with no measures in place at all to exclude the UK’s 19 million Twitter users, it is quite obvious that our activities resulted in the monitoring of the UK population.

"As someone who has dedicated my career to serving and defending my country, I entered this role believing I would be surfaced foreign information warfare against our country. Instead, I found the banner of disinformation was a guise under which the British military was being deployed to monitor and flag our own concerned citizens to the government.

"Since my deployment in this unit, I have become aware of evidence that there may have in fact been real social media campaigns from China, involving copy and paste pro-lockdown propaganda from newly created sock-puppet accounts, to promote lockdown policies to Europe and the world. However, because we were directed to monitor public sentiment towards government policies, such as the success of the lockdown policy, the unit supposedly formed to discover such foreign interference would have completely missed it if it were there. In fact, I developed the impression that the government were more interested in protecting the success of their COVID-19 policies than uncovering any potential foreign interference that might have influenced what those policies were in the first place. Our occasional successes in tracking down potential foreign narratives were hampered by the fact we were tasked to monitor specific search terms and warned against searching for complete sentences, which we were told would be illegal. During COVID-19, the role of the 77th Brigade was not to work for the country discovering foreign disinformation, but to work for the Conservative government monitoring the British public's opinion of their controversial COVID-19 response.

"I am concerned that the government was so interested in individual Twitter posts that they devoted an entire unit to monitoring what scared and otherwise powerless people had to say, and I regret that I was a part of it. Recently, I opened a drawer containing my medals and thought of all the things I have done in my career – things I am proud of, in the defence of the people of this country – except my work on 'disinformation' in 77x,
which hangs over my career like a black cloud. It was about domestic perception, not national security. By being so fixed on the wrong targets, it became more akin to a tool for bad information than an antidote to it. That is why I am telling my story via Big Brother Watch now, and urging politicians to demand more transparency around the activities of so-called disinformation units. Frankly, the work I was doing should never have happened.

“It seemed to me that the government geared the counter-disinformation operation not to serving and protecting citizens, but to serving their own careers and influence. Worse, this domestic monitoring of citizens online seemed not to be driven by a desire to address the public’s fears and concerns, but to identify levers for compliance with controversial government policies. I do not doubt that the activities I participated in were conceived of for good, but they were undemocratic, wrong, and should not be allowed to happen again.”
Government Information Cell
Government Information Cell

Foreign, Commonwealth & Development Office
Purpose: Foreign propaganda

What is the Government Information Cell

The youngest of the four information units, the Government Information Cell [GIC] was set up in February 2022 with a specific remit to focus on online narratives concerning the Russian invasion of Ukraine. It is tasked with countering lines pushed by the Kremlin and its digital cheerleaders, with an official government announcement stating the unit had been “set up to identify and counter Russian disinformation targeted at UK and international audiences”.141

In response to a written parliamentary question from Alicia Kearns MP, a Foreign Office minister confirmed that the GIC does work with other counter-disinformation teams across Whitehall, including the Counter Disinformation Unit at the Department for Digital, Culture, Media and Sport.142 The minister also said that the GIC was set up as a “surge team” specifically in response to the Russian invasion of Ukraine, but its work will integrate into the government’s longer-term disinformation strategy. Another comment in Parliament suggested that the GIC could be dubbed an “information warfare” unit when a minister from the Cabinet Office gave a description of the GIC in response to a question asking about the government setting up an information warfare team.143

News reports suggest that around 35 staff members working for the GIC were pulled from across Whitehall, spanning the Cabinet Office, the Home Office, the Ministry of Defence, the Department for Digital, Culture, Media and Sport, and the Foreign Office.144 However, when asked about staffing levels or budgets in a Freedom of Information Act Request, the Foreign Office refused to give any details citing exemptions relating to national security.145

Staff in the cell are tasked with monitoring and responding to purported propaganda and disinformation relating to the Russian invasion of Ukraine, in both English and Russian. The cell monitors platforms around the clock and facilitates responses and rebuttals, including the creation of social media content. The FCDO describes it as “a leaflet drop operation for
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142 Written Parliamentary Question on the GIC, UIN 145048, 22nd March 2022, https://questions-statements.parliament.uk/written-questions/detail/2022-03-22/145048
143 Written Parliamentary Question on Information Warfare, UIN 126836, 21st February 2022, https://questions-statements.parliament.uk/written-questions/detail/2022-02-21/126836
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145 Freedom of Information Act Request to the Foreign Office, FOI2022/19588, 10th August 2022
the social media age” with the motto “the truth, well told”.

Officials working in the cell have a remit to work alongside social media platforms to get disinformation, inauthentic activity and manipulated behaviour that violates platforms’ terms removed.

This suggests there is a strong working relationship between staff in the Cell and social media companies, which may grant officials in Whitehall significant influence over content takedowns. However, the relationship does not go as far as the Foreign Office holding formal “Trusted Flagger” status as other public bodies do. The FCDO claimed to not hold information about any formal relationship between its Cell and the social media companies in a Freedom of Information Act response. Given the invocation of a national security exemption from transparency in response to FOI requests, it is possible that the Cell does have a trusted relationship with the platforms but seeks to do this in a way more covert than the “Trusted Flagger” scheme.

As the British government has taken a side, perhaps rightly, in the conflict there will be lines and angles that Foreign Office officials will look to push and there is a risk that the definite interest in promoting particular angles could undermine free discussion online if the definition of “disinformation” is overly wide.

The brief of the GIC appears to go beyond monitoring and the occasional rebuttal. Experts in “assessment and analysis, disinformation, and behaviour and attitudinal change” (emphasis added) work alongside the Cell, which suggests some of its output may be designed to influence views and behaviours beyond correcting disinformation.

The proactive element of the GIC pushes messages approved by the UK government in support of Ukraine on Russia-facing social networks, such as VK, after the Kremlin restricted access to Twitter, Facebook and Western media outlets such as the BBC in Russia. Unfortunately, the nature of the content created by the Cell remains a closely guarded secret and Foreign Office officials claimed that national security concerns meant that they could not disclose any examples of posts shared on their behalf on Russian social networks. In the same FOI response, the Foreign Office refused to provide us with any information about the guidelines surrounding the content created by the Cell’s staff.

Efforts by the Foreign Office to conduct front-foot operations to advance UK government lines abroad are nothing new, but the establishment of a cell to support a particular
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Information operation is novel. Over the last three years, around £10 million has been given to Zinc Network, a media company that has also been linked to Home Office front organisations, for activities abroad.\textsuperscript{151} In the Western Balkans Zinc was tasked with "countering disinformation", empowering voices deemed to "counter mistruths" and helping the Foreign Office better understand the region’s media landscape.\textsuperscript{152}

FCDO support has also been given, through the Zinc Network, to support Russian-language news outlets in the formerly Soviet-controlled Baltic region of Northern Europe.\textsuperscript{153} This included supporting outlets to create content in the Russian language, translating content into Russian or journalistic training.\textsuperscript{154}

Although separate from the GIC’s work countering Russian propaganda in the specific instance of the war in Ukraine, the FCDO’s funding for media outlets that “counter disinformation” provides insight into the kind of activities the FCDO is engaged in around disinformation abroad.

The context of the government working to counteract the impact of a hostile, foreign state’s propaganda abroad is very different from efforts to monitor and influence people domestically. However, the cooperation across government risks a cross-pollination of tactics and techniques between domestic and overseas units.

\textsuperscript{151} Data extracted from Spend Network Insights accessed 16th August 2022
Research, Information and Communications Unit
Research, Information and Communications Unit
Home Office
Purpose: Domestic propaganda

What is RICU?

Created in 2006 as part of the Home Office’s Office for Security and Counter Terrorism, the Research Intelligence and Communications Unit [RICU] is the oldest of the four Whitehall teams covered in this report. RICU is described as a strategic communications team designed to counteract extremism, primarily Islamic fundamentalism. When it was launched 16 years ago the primary task was to analyse how “key audiences” [Muslims] in the UK and overseas react to official messaging around anti-extremism, but this role has expanded into commissioning content to advance those messages directly.

The remit allows RICU to create and commission content, ostensibly branded as independent. This marks it as an outlier across the four disinformation units as its work is more public-facing yet clear about the government links, and places question marks over whether its activities could be described as those of a domestic propaganda unit. By 2016 it was reported that RICU had run 13 national campaigns and produced 950 digital or physical products, from paid-for Google ads to leaflets.

RICU is part of the controversial PREVENT programme, a government initiative aimed at stopping people from turning to extremism which has been mired in allegations of inefficacy and discrimination. In recent years, PREVENT has broadened its focus on extremism and RICU’s work now covers other perceived violent threats including the anti-vax movement and the far-right.

The Extremism Analysis Unit and Counter-Extremism Analysis and Insight Units also operate within the Home Office but RICU appears to be the team involved in public-facing messaging, with the other teams being focused on monitoring and detection.

Successive governments have spent large sums of taxpayer money on RICU over the
years. In the financial year 2008/9, the unit’s budget was £4.6 million, rising to around £12 million by 2014/5 and £21 million by 2016/7.\textsuperscript{159,160} Recently, the budget appears to have fallen back to £18 million in 2020/1, £10 million in 2021/2 and £6 million in 2022/3 – although these are still large amounts.\textsuperscript{161}

The unit has also had significant staffing levels with 31 full-time staff members in 2008, rising to 36 in 2017.\textsuperscript{162,163} However, by 2022 the Home Office became more opaque and officials refused to disclose staffing levels citing a national security exemption and claiming that revealing staffing numbers would “weaken” the UK’s security.\textsuperscript{164}

**How does RICU operate?**

Due to RICU’s links to counter-terrorism the nature of its work is often secretive, and little is publicly acknowledged about its activities by officials. Public sector procurement data provides some insight into the services purchased by the unit, giving small clues about its inner workings. These deals included:

- **£4.9 million for social media analysis from tech start-up Moonshot between 2019 and 2022**\textsuperscript{165}

- **£1.65 million for a propaganda tracker and dashboard to Ripjar from 2016 to 2019**\textsuperscript{166}

- **£4.2 million for PR and capacity-building support for RICU-backed community organisations from Four Communications Group between 2018 and 2020**\textsuperscript{167}

- **£50 million to PR giant M&C Saatchi for communications services over three years from 2019**\textsuperscript{168}

---


\textsuperscript{160} Written Parliamentary Question on Government Communications, UIN 2841, 4th July 2017, https://questions-statements.parliament.uk/written-questions/detail/2017-02-22/65065


\textsuperscript{163} Written Parliamentary Question on Home Office Information Officers, UIN 65065, 22nd February 2017, https://questions-statements.parliament.uk/written-questions/detail/2017-02-22/65065

\textsuperscript{164} Freedom of Information Request to the Home Office, FOI70837, 13th July 2022

\textsuperscript{165} RICU Social Media Analysis Contract, 22nd February 2021, https://www.contractsfinder.service.gov.uk/Notice/dac248c1-26df-4391-a855-53b23dfbc620

\textsuperscript{166} RICU/CEU Tracker and Dashboard Analysis Contract, 6th June 2019, https://www.contractsfinder.service.gov.uk/Notice/10c73a0a-3916-42f1-8002-f31e9f969e35

\textsuperscript{167} RICU PR and CSO Capacity Building Contract, 6th June 2019, https://www.contractsfinder.service.gov.uk/Notice/e00a1839-7ad5-4d0a-b437-f2152dd4fe45

\textsuperscript{168} RICU Communications Contract, 6th June 2019, https://www.contractsfinder.service.gov.uk/Notice/68627f72-6f77-4161-831a-47ddee6e1857b
• £1 million for two years of media monitoring services from Press Data in 2022\(^{169}\)

Tens of millions of pounds worth of other contracts have also been signed over the past five years for vaguely defined research services, evaluation, and a “global delivery partner”.\(^{170}\)

The contracts for social media analysis and a tool explicitly for tracking propaganda suggest that some of RICU’s work resembles the other units covered in this report, albeit covering different issues. This includes monitoring online narratives and social media trends, particularly around coordinated messaging from certain groups. However, the contracts offer little in the way of detail about the services bought with public money, which makes understanding the work related to the deals very difficult.

RICU’s partnership with Moonshot shows that the Home Office is applying subtler tactics to countering messaging it disapproves of online, either by opting for nudges or engaging in explicit censorship. Moonshot helps target counter-extremism messaging based on an individual’s online activity, rather than religious or other group affiliations.\(^{171}\) The company’s mission is to “displace” people online who might be vulnerable to extremism and move them towards other content – for example, by using digital tools to target adverts for counter-extremism on Google searches for far-right groups.\(^{172}\) Similar tactics to those used against far-right and jihad content have been deployed against other forms of content viewed as undesirable, such as anti-vaccine conspiracies.

A pilot programme in the UK even saw young people seen as potential far-right recruits on Facebook identified through their engagement with certain content on the platform and given gym vouchers for a place that works with at-risk youth.\(^{173}\) It is not clear whether Moonshot’s relationship with the Home Office extends to outreach, rather than just social media analysis. However, these kinds of tactics, with intentional opacity around the organisations and motives behind the campaign, are a concern if they are used by public bodies to mask their activities.

Trust in government could be imperilled by officials operating clandestine campaigns pretending to be independent organisations rather than acknowledging government sponsorship. These tactics are a blow to transparency around how the state acts towards
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\(^{170}\) Home Office’s Secretive Anti-Extremism Comms Unit Signs £1m Media Monitoring Deal, Civil Service World, 3rd May 2022, [https://www.civilserviceworld.com/professions/article/home-offices-secretive-antiextremism-comms-unit-signs-1m-media-monitoring-deal](https://www.civilserviceworld.com/professions/article/home-offices-secretive-antiextremism-comms-unit-signs-1m-media-monitoring-deal)


\(^{172}\) Google-Backed Startup Uses Internet Ads To Counter Online Extremism, NBC News, 18th August 2018, [https://www.nbcnews.com/tech/security/google-backed-startup-uses-internet-ads-counter-online-extremism-n860961](https://www.nbcnews.com/tech/security/google-backed-startup-uses-internet-ads-counter-online-extremism-n860961)

its citizens, as they make it much more difficult to obtain accountability for the surveillance and monitoring involved. When it is all justified by an algorithm predicting a person is interested in extremism this accountability is lessened further and the potential for a faulty piece of code to hamper free speech is significant.

**RICU and state-funded propaganda**

RICU and the Home Office have an extensive track record of using front organisations and social media accounts to push certain messages. The Four Communications contract, with the stated purpose of supporting community groups, is the latest example of the links between the secretive unit and what are ostensibly independent groups.

This cooperation between civil society groups and the Home Office, and its contractors, often takes the form of help with message creation and content production. These groups are described by the Home Office as willing to “confront and challenge the ideology of terrorism and extremism”.¹⁷⁴ RICU and its partners offer PR and social media expertise, production capabilities and creative advice to organisations. Known front organisations have included Help for Syria, which worked with freshers and distributed more than 750,000 leaflets without disclosing its connections to the government.¹⁷⁵

Earlier in the 2010s, most of RICU’s activity appeared to go through groups that resembled community organisations and civil society. This approach was confirmed by a Minister who told Parliament: “RICU work with a range of civil society groups to counter extremist and terrorist ideologies and to equip people in communities with the ability to reject those narratives”.¹⁷⁶

In 2016, the advocacy organisation CAGE claimed that several organisations were linked to RICU in an extensive report on the programme. These older organisations appeared to be more akin to community groups and campaigns, rather than social media outlets. Some of the other alleged front organisations and campaigns for RICU included:¹⁷⁷

- Armed Forces Muslim Association
- Families Matter

---


¹⁷⁶ Written Parliamentary Question on Radicalism, UIN 110378, [https://questions-statements.parliament.uk/written-questions/detail/2017-10-30/110378](https://questions-statements.parliament.uk/written-questions/detail/2017-10-30/110378)

¹⁷⁷ We are Completely Independent report, CAGE, 2016, [https://www.cage.ngo/we-are-completely-independent](https://www.cage.ngo/we-are-completely-independent)
More recently, the organisations that have been publicly linked to the counter-extremism unit’s efforts to push certain messaging online have resembled new media and social media pages.

“This is Woke” was one RICU front created by a media company contracted by the Home Office, posing as a media company that discussed issues around Islamic identity aimed at young people, which concealed its links to the government.\(^\text{178}\) 

Content on the RICU front’s social media accounts appears to have stopped suddenly around the time the Home Office links were made public; however, older posts are still visible.

---

The Instagram content was often vapid with little depth. It included unattributed quotes about Islam being compatible with feminism, in the context of the hijab, lists of Muslims named on the New Year’s Honours list and inspirational lines from figures such as Malala Yousafzai and Nelson Mandela. On Facebook, the page was given the tagline “WOKE is a diverse social news platform keeping you in the know about issues which matter the most”.

Communications and PR company Breakthrough Media, now renamed Zinc Network, were heavily involved in creating content for This is Woke. This company has also been linked to some of the civil society groups alleged by CAGE to be RICU-backed organisations.

Breakthrough Media, now named Zinc Network, has been accused of being a long-time partner of RICU producing content for the Unit. The company has repeatedly worked with the UK government to support efforts to push its messages, working with both the Home Office and Foreign Office in the last decade. However, government links are often kept secret. One person who took part in a Facebook video made by This is Woke told Middle East Eye that he would not have taken part if he had been aware of the connections to the Home Office.

Following the revelations that This Is Woke was ultimately backed by the Home Office, via Breakthrough Media, a whistleblower from the communications company came forward. Amina Aweis told Muslim news outlet 5Pillars that staff were forced to sign the Official Secrets Act when working on certain projects, but new hires were not made aware of the links between much of the company’s work and the Home Office. She also claimed that the true nature of the work was often kept secret and that non-Muslims were creating content that came with the implication it was an authentic Muslim voice.

In 2020, the writer Suhaiymah Manzoor-Khan revealed she was approached by This Is Woke in 2017 after a poem she wrote went viral, with the site claiming to be a Facebook channel catering to young British Muslims – with no mention of its links to the Home Office.

---

179 This Is Woke Instagram Page, https://www.instagram.com/thisiswoke/?hl=en
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184 Tweet from Suhaiymah Manzoor-Khan, 1st September 2020, https://twitter.com/thebrownhijabi/status/130081530729066496
Another social media outlet created by Breakthrough Media was uncovered in 2020. Stoosh was a page that targeted young women with uplifting and inspirational content. It used the strap line “Real Women. Empowered” and most of its content focused on young women of colour. This page was active for barely a year but illustrates a pattern of Home Office-backed media companies targeting minority communities.

RICU has also partnered with Horizon PR, a public relations firm created as a joint venture between M&C Saatchi and Breakthrough Media, both existing Home Office contractors. A Saatchi spokesperson told the Guardian that the venture had been set up to provide PR help to civil society organisations that want to “drive positive social change”. However, journalists contacting the PR firm about its civil society clients were not told of the Home Office connections. Breakthrough Media also acknowledged that making these links explicit would undermine the credibility of groups they work with and undermine the Home Office’s reputation.

Little is known about which Horizon PR clients were linked to PREVENT or RICU. One poorly redacted FOI response gave some insight into the relationships. A request for communications between RICU and Horizon returned an email from the PR agency to Home Office staff about press work some third-party organisations were doing.

The founder of Odara, a women's support group in Birmingham, took part in the filming of a 2017 BBC current affairs programme. This fact was reported to both the local PREVENT PR teams and Home Office officials, as was the participation of the Spearhead Trust – a community group described internally as a PREVENT group “countering far-right terrorism”.

---

185  Uk Counter-Terror Programmeme Targeted Bame Women Using Instagram Influencers, Middle East Eye, 9th June 2020, [https://www.middleeasteye.net/news/uk-prevent-stoosh-bame-women-instagram-influencers](https://www.middleeasteye.net/news/uk-prevent-stoosh-bame-women-instagram-influencers)

Although this email represents only a snapshot of the links between officials and RICU’s contractors, it underlines the Home Office’s close supervision of groups that appear to be independent. The impact of this is that people will lose faith in community groups if they suspect government interference in their messaging and supposedly independent organisations will be seen as little more than fronts for the government of the day.

Subtly funding or providing operation support to organisations pushing government-approved messages is a common Home Office tactic, even outside of RICU. Muslim online lifestyle platform SuperSisters was also found in 2019 to be accepting Home Office funding from a different pot of counter-extremism cash. Described as a “global platform for young Muslimahs in east London to share and create inspiring and empowering content”, the platform quietly took money from the Building a Stronger Britain Together programme. Although not under PREVENT and strictly not part of RICU, the goals and tactics are similar and are indicative of a pattern of secretive funding of groups catering to minorities.

Even with RICU’s declining budget, the existence of a shadowy team in the Home Office that exists to push government messaging by providing support to ostensibly independent organisations or setting up flash social media pages with a pretence of authenticity poses a threat to free speech and democracy. Though more proactive than the other disinformation units, RICU operates on the same spectrum, existing to shape the debate and artificially elevate certain narratives. Despite attempting to justify this kind of activity by pointing to the threat of terrorism, it appears that RICU has repeatedly targeted minority communities to push an approved worldview. In a democracy, this is alarming and underlines both the threat to freedom from these opaque units and a serious disregard for genuine diversity in the UK.

---

Policy analysis
Policy analysis – Counter-disinformation units

As has been examined in this report, the government’s three domestic counter-disinformation units are tasked with monitoring the timelines of social media users here in the UK, flagging "misleading" content\textsuperscript{189} to tech platforms and requesting enforcement action. These units are the Counter-Disinformation Unit (CDU) in DCMS, Research, the Intelligence and Communications Unit (RICU) in the Home Office and the Cabinet Office’s Rapid Response Unit (RRU). The Foreign Office also runs the Government Intelligence Cell [GIC] which looks abroad at content around the war in Ukraine. Between them these units violate the right to free expression and undermine due process. Limitations on speech should be defined in law, and what speech is permissible should not be at the whim of secretive Whitehall units. There remains little clarity or transparency around the work of these teams. The British public have a right to know who is responsible for any Government interference with speech online.

The immense power of the internet has made the world a smaller place. Instantaneous global communication helps keep us connected and means that information and speech are more democratised than ever before. Yet around the world, governments are realising that centralised systems of social media offer the ability to control speech in an equally unprecedented way. Whether through legislation or more direct means, such as those discussed in this report, governments of all stripes are turning to compliant corporations to act as extensions of the state and are harnessing their immense power over human interconnectedness to shape narratives and control our conversations.

In 2021 the Indian government, led by Narendra Modi, leant on Twitter to take down tweets which were critical of its pandemic response. Then in a brazen act of censorship, the same administration later demanded the platform suspend hundreds of accounts which had posted content about the country’s farming protests, even threatening Twitter executives with jail sentences unless they complied\textsuperscript{190} The move rightly prompted condemnation around world.

In the US a "Disinformation Governance Board” set up by the Biden Administration and based in the Department for Homeland Security was “paused” after its establishment prompted a backlash amidst concerns that it would encourage censorship online\textsuperscript{191}.

\textsuperscript{189} Patel, P,HC,Home Office Questions, Hansard, vol. 689, col. 6, 8 February 2021, https://hansard.parliament.uk/commons/2021-02-08/debates/5F2F0112-3889-4D9A-85E5-019CA14CBD


Yet here in the UK, with little Parliamentary questioning and no civil society resistance, teams of unaccountable civil servants facilitate acts of censorship online every day. This cannot stand.

Below is an analysis of the rights considerations around the activities of the CDU, the Government Information Cell (GIC), RRU and RICU - in particular where the rights to freedom of speech and privacy are under attack as a consequence of work that they do.

A note on the meaning of "disinformation"

The term disinformation has grown to become a prominent part of the political lexicon in modern times. According to a dictionary definition, disinformation is "false information spread in order to deceive people." Meanwhile misinformation is defined as "wrong information, or the fact that people are misinformed." Neither telling falsehoods, nor being objectively incorrect are new concepts, yet these particular terms grew in prominence in the 2010s amidst growing concerns that state actors had begun using large social media platforms to press certain narratives and even influence elections in liberal democracies.

The term "disinformation" evokes the idea of powerful malign actors running deceitful propaganda campaigns. However, the word often featured prominently during the height of the COVID-19 pandemic as a catch-all label for the emergence of verifiable falsehoods and un-evidenced theories about, amongst other things, the virus itself.

As the term disinformation has featured more prominently in the media, so the malleability of the word has increased. In recent years the BBC has established a team of journalists looking at so-called "disinformation" and created the new role of "Disinformation and Social Media Correspondent" focusing predominantly on what were previously known as conspiracy theories.

Political parties have accused their opponents of spreading "disinformation" in order to discredit their opponents' arguments. Meanwhile certain ideas branded as "misinformation" have become recognised as legitimate lines of inquiry by the authorities. One prominent example of this came from the White House opening an investigation into the possibility that the COVID-19 virus originated in a lab, a concept which had previously
been labelled as a conspiracy theory and was actively suppressed on Facebook\textsuperscript{197}.

As the term disinformation is re-purposed, the more it drifts from its original meaning of wilfully spreading a known falsehood. The danger is that it increasingly becomes a weapon in febrile political debates to discredit rhetoric, delegitimise opponents or even attempt to suppress and censor their arguments.

Any actor that is successfully able to brand information as false has real power over their political opponents. It is noteworthy that the term disinformation and concerns about the veracity of information in the public domain have risen to prominence in a period where speech is more democratised than ever and people are interconnected through online intermediaries making communication, publicly and privately, easier. This is despite it being widely recognised that in recent decades state actors have initiated wars of aggression based on falsehoods and major media outlets have published known mistruths in order to sell their product.

While certain truths are evergreen, few actors can reasonably claim to act as an absolute arbiter of truth, and expression should not be limited based on its veracity alone. Moreover, where citizens do not incite violence, defame others or infringe upon other rights, the right to speak freely has never been a right conditional on being aligned to proclamations of truth or the consensus of authorities. One of the many reasons that freedom of speech is vital to the continuation of a free society is that it allows ideas to be developed through discussion and debate. Censorship on the basis of accuracy alone threatens to stymie the epistemic process, which allows knowledge to develop and sees it put to the test in a marketplace of ideas.

It is with the evolving definition of disinformation in mind, as an increasingly politically charged concept, that we should examine the extra-judicial activities of secretive government units (in particular, the Counter-Disinformation Unit) which are tasked with poring over our digital expression and pressing for the censorship of speech deemed “misleading”\textsuperscript{198} or “inappropriate”.\textsuperscript{199}

**Violations of the right to freedom of expression**

The right to freedom of speech is protected by Article 10 of the European Convention on Human Rights (ECHR). The European Convention on Human Rights is clear that interferences with these rights are only lawful where they are provided by law, necessary

---

198 HC, Home Office Questions, Hansard, vol. 689, col. 6, 8 February 2021, https://hansard.parliament.uk/commons/2021-02-08/debates/5F2F0112-3889-4D9A-85E5-019CA14CBD
199 HC Deb. 14 June 2022, Col. 408

---

85
and proportionate. The presumption must rest in favour of protecting these rights and interference with them should come as a last resort.

At least three of the previously discussed government units flag online material to social media companies for review and removal. According to ministers, the stated aim of the Counter Disinformation Unit is to “monitor social media firms and sites for disinformation and then to take action and work with social media firms to take it down”.

It is important to note that this body has not been authorised by an act of parliament and has no formal judicial or law enforcement function. The material in question which is targeted for removal may be entirely lawful and is targeted at the discretion of unaccountable civil servants.

In private correspondence to MPs, seen by Big Brother Watch, ministers have confirmed that the flagging and requested removal of pieces of content is “in line with their (social media companies’) terms of services”.

This is deeply problematic given that the terms of service model is primarily intended for the economic benefit of the platforms themselves and their own legal protection, rather than to protect the interests and freedoms of their users. Many large online intermediaries set community guidelines, or rules that govern their sites, in ways which limit free expression significantly more than either domestic UK law or internationally recognised human rights standards.

To give just one example, video-sharing giant YouTube, owned by Google, recognise “veteran status” (i.e. former members of the armed forces) as a protected group under its “Hate speech policy.” Not only is this out of step with UK law which recognises certain groups as having “protected characteristics”, but it creates human rights problems of its own. Given that the armed forces largely have a monopoly on lethal force, recognising veterans as a protected group threatens to give them immunity from criticism for past transgressions during their time in the military and could even result in the censorship of videos that document crimes on the part of the forces.

The Cabinet Office’s response to freedom of information requests submitted by Big Brother Watch regarding the work of its Rapid Response Unit indicated that the online expression being flagged for removal was not expression that raised any legal concerns, as it was not reported to law enforcement. The Cabinet Office said that:

a) In April 2020, the Rapid Response Unit notified social media companies on 6 occasions

201 HC Deb. 21 June 2022, Col. 508
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about content that potentially breached their Terms of Service and recommended their removal if so.

b) For all of these, content or accounts were subsequently removed, either by social media companies or by the users themselves.

c) The Rapid Response Unit did not share any content removal recommendations with law enforcement.203

It is not the role of the state to help social media companies uphold their terms of use. Nor should the state play a role in censoring of citizens’ lawful speech.

Discussing the role of private intermediaries as censors in a report in 2016, the then UN Special Rapporteur on Freedom of Expression noted:

"States bear a primary responsibility to protect and respect the right to exercise freedom of opinion and expression. In the information and communication technology context, this means that States must not require or otherwise pressure the private sector to take steps that unnecessarily or disproportionately interfere with freedom of expression, whether through laws, policies, or extralegal means."204

That unaccountable government bodies are assisting with the censorship of expression that is not prescribed by law means these actions by the Counter Disinformation Unit, RICU and the Rapid Response Unit clearly interfere with the right to free expression protected by Article 10 of the ECHR.

Extra-judicial censorship

None of the four bodies previously discussed in this report has a statutory basis. Nor do they have any formal law enforcement role. In fact, as previously discussed, Big Brother Watch research shows that the online expression being dealt with by bodies such as the Counter Disinformation and Rapid Response Units is predominantly lawful.

Article 10 of the ECHR sets out that member states’ interferences with the right to freedom of expression should be provided by law, however with the Counter Disinformation, RICU and the Rapid Response Unit this is clearly not the case.

Through bodies such as the CDU, the government has created opaque agencies which increasingly use social media companies as an extension of the state, using these online intermediaries to police online speech on their behalf. Though the speech in question may
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violate these online intermediaries' terms of use, this itself is not a legitimate cause for state interference with free expression. It is also concerning that decisions about which pieces of online speech are flagged to platforms are purely at the discretion of the civil servants operating the units. There are no publicly available parameters which set out which types of expression should be flagged to the platforms and an entirely unacceptable absence of clear due process.

Speaking about the censorship capacities of RICU, Secretary of State for Defence Ben Wallace said:

"If memory serves me right, it has taken down hundreds of thousands of pieces of material."

Whilst the Minister also clarified that the unit in question was working closely with police and anti-terror teams, the proportion of these take-downs that were made up of lawful expression is not clear. Even if the material in question relates to groups or individuals who have committed terror-related offences or are under suspicion of doing so, it is vital that due process is followed in a clear and transparent manner.

This kind of unchallenged promotion of executive-led censorship, without due process, has become common from government ministers as they seek to laud their own records at tackling societal ills online. However, the fact that Ministers have been able to boast of this kind of censorship in plain sight in the House of Commons, without consequence, is a damning indictment on the state of freedom of speech in the UK.

This is extra-judicial state censorship and should not be tolerated in a liberal democracy like the UK.

Violations of the right to privacy

The right to privacy is protected by Article 8 of the European Convention on Human Rights (ECHR). Interferences with this right must be in accordance with the law and should be necessary and proportionate. The presumption must rest in favour of protecting these rights and interference with them should come as a last resort.

The work of the CDU, RICU, the RRU and GIC involves facilitating the removal of so-called disinformation, shaping narratives, monitoring online trends, and, to an extent, promoting government propaganda online. In order to perform these activities, particularly where these bodies undertake extra-judicial censorship functions, these agencies will monitor the digital conversations of UK citizens. When bodies such as the CDU are instructed to (in the words of one minister) "identify misinformation and work with social media firms
to get it taken down”\(^\text{205}\), the surveillance of citizens’ online expression will be required on a significant scale. As Big Brother Watch research has found, that has included monitoring the expression of high-profile figures, including democratically elected politicians, journalists and human rights campaigners, on discussions regarding public policy.

Censorship and surveillance are inextricably linked. The democratisation of speech via large online intermediaries, which now act as our modern public squares, has made ever more human interaction and expression freely available for authorities to view. As Privacy International has noted:

“Whereas surveillance was historically aimed at private conversations taking place on the telephone, in the modern era, a vast portion of the expressive power of citizens is channeled through surveilable channels, including not only private one-to-one conversations, but books, magazines, conversations between groups, outlines and finished works, family records, library searches, radio shows, live video and digitized historical cultural artefacts. Modern technology increases access to all of these items and more, at the risk of making all such access knowable by powerful state actors.”\(^\text{206}\)

In the absence of due process and transparency, it is not clear how much online expression is being identified by the CDU, RICU and the RRU for removal. Whilst the areas of interest may be self-evident in each case, for example RICU may take interest in expression designated as extremist, the scale of both surveillance and censorship is not known.

As research on the CDU by Big Brother Watch has shown, Ministers assert that online expression need only contravene social media companies’ terms of use to be flagged for removal. Whether bodies like the CDU use automated technology in an attempt to find all pieces of online expression that break disinformation rules on platforms’ sites or target specific posts that break such rules, remains to be seen. Both approaches would be deeply problematic, presenting either mass supicionless surveillance or targeted political surveillance of individuals’ lawful activities.

The absence of information about the work of these government units can only lead us to speculate on the scale and nature of surveillance that is taking place. What is clear is that where this surveillance is not limited, proportionate or set out in law it is likely to constitute a significant interference with the right to privacy.

**Lack of transparency**

Very little information has been voluntarily published by the Government about the bodies

\(^{\text{205}}\) HC Deb. 14 June 2022, col 409
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discussed in this report. As previously mentioned, none of the units is based on a statutory footing nor established through primary legislation. Given that the work of the CDU, GIC, RRU and RICU engage human rights that are protected in UK law, these opaque operating styles are likely to be deliberate.

In the case of RICU, in effect a Government propaganda unit set up to counteract extremism and primarily Islamist fundamentalism, the unit uses a suite of PR agencies as subsidiaries to spread its messages. This means that the government officials driving RICU’s public relation campaigns are hidden from sight.

This approach is only likely to perpetuate distrust in the state amongst the minority groups RICU intends to engage with. Although references to the existence of the unit can be found in Home Office material online, no singular web page sets out the work of the unit, despite it operating outside of the UK’s security and law enforcement agencies.

This opaque approach is not unique to RICU. There is no central source of information about the Government’s Rapid Response Unit, despite the recording of various ministerial boasts about its censorship capabilities in Hansard. However, officials have been willing to disclose budgets and staffing numbers to this particular unit when requested through freedom of information requests.

When the Counter Disinformation Unit was stood up to “crack down on [the] spread of false coronavirus information online,” the Government published a single web page, setting out the functions of the body. However, the amount of information disclosed is limited and written in the style of a press release. A comprehensive overview of the interaction between the CDU and the RRU is not set out.

Despite these limitations, officials have continuously stonewalled Big Brother Watch’s attempts to find out more information about the unit. This is entirely unacceptable given the fact that the work of the Counter Disinformation Unit has a direct bearing on the right to freedom of expression in the UK. Carrying out activity of this kind without any reasonable public transparency is entirely unacceptable.

---


Recommendations
Recommendations

During a debate on the Online Safety Bill in the House of Commons, the then Minister for Tech and the Digital Economy, Chris Philp said "as far as I am aware we intend to continue with the counter-disinformation unit over the current spending review period. Clearly, I cannot commit future Ministers in perpetuity, but my personal view—if I am allowed to express it—is that that unit performs a useful function and could valuably be continued into the future." 209

This path is irreconcilable with upholding the right to freedom of expression in the UK.

As this report has demonstrated, the growing existence of censorship and surveillance units should concern anyone who believes in the importance of rights, freedoms and also following due process, something that is integral to maintaining liberal democracy.

Through bodies such as the CDU, RICU and the RRU, the Government are using unaccountable teams of civil servants to extra-judicially censor lawful expression online. Not only is this a violation of the right to freedom of expression but as evidence in this report has shown, in order to perform these censorship functions, the units in question also have to engage in significant levels of surveillance.

in light of our findings, Big Brother Watch makes the following recommendations to protect the rights to freedom of speech and privacy in the UK:

• The Counter-Disinformation Unit (CDU) and Rapid Response Unit (RRU) have over-extended their remits and secretly surveilled and suppressed domestic political dissent without justification. The CDU and RRU should be shut down immediately.

• The Cabinet Office, DCMS, Foreign Office and the Home Office should be open and transparent about the past work of bodies such as the CDU, GIC, RICU and the RRU. Continuous attempts to obstruct information about these units from becoming public must end. In particular, the Government must inform the public about the size and resourcing of these bodies and the amount of material they have flagged for removal since their inception.

• The Cabinet Office, Department for Digital, Culture, Media and Sport, the Home Office and Ministry of Defence should cease their warrantless domestic political surveillance and extra-judicial censorship activities.
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• It is not the job of the Government to facilitate private companies upholding their terms of service. Any Government correspondence with an online intermediary regarding specific pieces of lawful content on their site should be made public.

• Any government body or agency which uses commercial advertising techniques for the purposes of initiating behavioural change amongst the UK population should publish an annual report which details these activities in full.
Legal commentary by Gavin Millar KC
Ministry of Truth: a legal commentary
by Gavin Millar KC

Introduction

1. This Big Brother Watch report raises serious concerns about the rights to freedom of expression and privacy of internet users, and in particular elected politicians, journalists and academics.

2. In our democracy these rights are broadly defined. Freedom of expression, at common law and under Article 10 of the European Convention on Human Rights, is the right to hold opinions and to receive and impart information and ideas, without interference by the state. The right to privacy can be engaged where the state systematically collects and stores information about a person. This can be so even where the information is, or contains, publicly available information.¹

3. Each right is qualified, not absolute. This means that the state can justify interfering with it in certain, limited circumstances. For an interference with the right to be lawful, however, it must meet three requirements, namely: be prescribed by law, pursue a legally recognised legitimate aim and be necessary in a democratic society. These requirements are considered below in the context of the executive powers exercised by the units in the four government departments discussed in the report.

4. The principal concern in the case of each right is the lack of transparency about the activities of the units, and how they impact on the rights.

5. But some things are clear. The report indicates that the units:

   a. Are well resourced in terms of finance and personnel, including the use of paid contractors;

   b. Search for and monitor lawful speech online, and in particular domestic political speech that criticises and dissents from government policy. In some instances it appears that content that might embarrass the government or damage the political reputations of government ministers is identified by the units. Articles on the websites of mainstream media outlets appear to have been targeted as well as social media content of politicians, academics and commentators;

   c. Compile analysis of and reports about the same for consideration and action across government;

d. May act against the content by flagging it to tech platforms for review and enforcement action in the form of take-down or manipulation of search results to suppress the content. It appears that as government entities the units have either formal or informal “trusted flagger” status with service providers such as Twitter, Facebook and YouTube. This makes it more likely that enforcement action will be taken at the request of government. The lack of transparency surrounding the work of the units means that it is unclear what other measures may be pursued against identified content.

6. It is also unclear exactly how the online content is searched for and identified. But generally, this appears to be by reference to themes and/or words/phrases and/or the individual publisher, combined with the reach/popularity of the content. A high-profile dissenting politician or political commentator, especially if their publication has a wide reach, may be targeted. The tools used to identify content are not known. Nor are the total quantities or full range of information reviewed.

**Freedom of expression**

7. The concept of an interference with a person’s right to freedom of expression is flexible. A case-by-case examination of situations which may have a restrictive impact on the enjoyment of freedom of expression is required, to identify interferences. Has this person’s right been restricted as a result of this general or particular state practice or measure? This may happen because the measure tends to inhibit how people express themselves. They may tend to self-censor to avoid being affected by the measure. This is often referred to as the “chilling effect” of a state measure interfering with freedom of speech.

8. State action to block or restrict internet communication is capable of being an interference with free speech. And general state measures that restrict freedom of expression on the internet should be subject to review by the courts for their legality, taking into account their effect on all internet users.

9. The right is to receive information and ideas, as well as to disseminate them. So, when internet communication is restricted the rights of recipients of the content are interfered with as well as those of the publisher.

10. For an interference with freedom of speech to be lawful:

   a. **A visible and clear legal basis is required:** The law which allows the state to interfere must be accessible to the public and formulated in a way that enables a person to foresee what consequences their conduct (ie their expression) may have. This requirement seeks to prevent arbitrary executive action against expression. It is
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a requirement under Article 10 of the Convention. But a similar principle applies to discretionary state powers in our domestic public law. Here, our courts impose what is known as a “duty of prescription” on government. This requires prescriptive policy guidance to be issued publicly to prevent inconsistent or arbitrary use of such powers.⁴

b. **A legally permissible aim is required:** The only permissible (ie legitimate) aims of a measure interfering with freedom of expression are

- the interests of national security, territorial integrity or public safety
- the prevention of disorder or crime
- the protection health or morals
- the protection of the reputation or rights of others
- preventing the disclosure of information received in confidence
- maintaining the authority and impartiality of the judiciary.

In each case where freedom of expression is interfered with the state should indicate which of these aims the measure is said to pursue, and establish that was indeed the aim as a matter of fact.

c. **The restriction must be necessary in a democratic society:** For a restrictive measure to be necessary in democratic society it must meet a pressing social need and be proportionate in its adverse effect on free speech to the aim to be achieved. This means that it should not restrict the speech more than is necessary. Certain types of speech are strongly protected against interference, both at common law and under the Convention. These include speech on political matters and journalistic expression in the public interest.⁵ Expression by academics publishing research and by bloggers is also strongly protected.⁶ In these cases, cogent justification for any interference with the free speech right is required. State action amounting to a form of censorship intended to discourage the press from expressing criticism on a subject of public interest and concern is unlikely to be justifiable.⁷

11. It seems clear from the report that the activities of these units have caused interferences with the right to freedom of expression on the internet. Not least of all in cases where government flagging content to service providers has caused it to be taken down or suppressed. The secrecy surrounding the activities of units means that the precise nature and extent of these, and possibly other, interferences is not known. But the scale of the operations suggests that there will have been many such cases in which justification for the government’s action is required. It is regrettable that these matters have only come
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to light, to the extent that they have through the work of Big Brother Watch, by individuals making Subject Access Requests under the Data Protection Act 2018 (“DPA”/“SARs”) of government departments – to establish whether particular pieces of their online output has been targeted and to what effect.

12. In many of these cases the interference is likely to have been unlawful as failing to meet one or more of the three requirements discussed above. This is for the following reasons relating to each one.

a. **A legal basis?:** The basis and scope of any legal powers being exercised is unstated. So that at present it is not possible for people to foresee what content may be targeted, reviewed and acted against, and in what way. Government departments have common law powers which they can use in support of their statutory functions. These might, in legal theory, allow them to act lawfully against particular pieces of online expression and/or those posting the content. But there is no case for shrouding the existence and use of such powers in secrecy, absent concerns about national security or criminality or the like, in respect of the speech in issue. And no such concerns appear to apply to most of the material considered in the report. There is a strong suspicion that the secrecy is because the powers are being used in an arbitrary way and the interferences with free speech take unknown forms, which the departments want to keep secret. A clear set of guiding principles and rules for the use of these powers should have been published indicating how citizens can expect them to be used. And those whose content is subject to any significant restrictions should have been notified so that they could challenge the exercise of the powers. They should not have to guess about what is happening and seek information under the DPA.

b. **Impermissible aims:** It is difficult to see what legitimate aim could apply to the targeting of much of the content identified in the report. It seems likely that that in many cases the government would be unable to make out a legitimate aim for any interference with the right. Suppressing lawful political opinion, opposition or dissent is not a legitimate aim. Yet the cases discussed in the report suggests that this type of content has often been targeted by the units. Ostensibly the aim appears to be countering misinformation, ie harmful false narratives. But the evidence suggests dissenting narratives, rather than false or harmful ones are being targeted. Big Brother Watch and the subjects of the SARs have managed to identify examples of this. But these are likely only the tip of the iceberg. The scale of the units’ operations identified in the report suggests that there will have been many more cases of this sort.

c. **The action taken against the speech:** In a case where there is a legitimate aim in the state acting against the content, the interference would still have to be necessary
and proportionate to the aim. This is again a case specific question – was there a pressing social need to take this action against this content to achieve that aim? Because of the secrecy surrounding the work of the units very few cases are known about, and the actions taken in those cases are unclear. But in the absence of any clear, published guidance about the use of state power by the units there is no reason to believe that they conducted their activities respecting this important principle. Now that the activities of the units are visible they have the potential to chill public interest speech online. This makes it even more important that the basis and scope of the powers being exercised is clearly set out in published documents. And that such published guidance and rules respect freedom of expression principles.

Privacy

13. A person’s right to privacy under Article 8 of the Convention may be engaged where the state collects, records and uses data about them. Where this is so the practice or measure has to be justified in order to be lawful. Essentially the same three requirements apply: the interference with the privacy right must have a clear and foreseeable legal basis, must pursue a legitimate aim and must be necessary in a democratic society. The legitimate aims for an interference with this right are:

- the interests of national security, public safety or the economic well-being of the country
- the prevention of disorder or crime
- the protection health or morals
- the protection of the reputation or rights of others.

14. Public information, such as material the person has published, can fall within the scope of private life where it is systematically collected and stored in files held by the government in retrievable form, so that a record of it for that person comes into existence. Though limited collection of a person’s social media content, even content expressing their political opinions, may not engage the right to privacy.

15. The secrecy surrounding the activities of the four units means that it is unclear to what extent they compile retrievable digital records on individuals and, if so, what they comprise.

16. But the issue of compliance with these aspects of our privacy law is an important one. It is of great concern that the position remains unclear. Particularly where substantial government resources are clear being used to monitor social media content of particular individuals, to the extent indicated by the report. This creates a suspicion that such records are being compiled. Therefore, transparency is need so that the legal issues
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can be addressed properly. As emphasised above there are no apparent concerns about national security or criminality or the like, in respect of most of the material considered in the report.

17. So, there is no case for continued secrecy and the departments should now make clear to Parliament and the public the full extent of the activities of these units. They should also address the obvious concerns that arise about the fairness and lawfulness of the processing of personal data that is involved. In particular, the report makes clear that “special category” personal data revealing political and/or philosophical beliefs is being processed.\(^{10}\) For this to be lawful, it must be justified by reference to strict statutory conditions set out in sections 10 and 11 of the Data Protection Act 2018. Such justification does not appear to be present in a number of the cases discussed in the report. Data protection law requires data processors, like these government units, to produce a "Data Processing Impact Assessment" ("DPIA") where there is potential or their processing to have a widespread or serious impact on individual data subjects. The processing by the units has this potential and the government departments concerned should be required to produce DPIAs for their activities.

GAVIN MILLAR KC

Matrix

---

\(^{10}\) See Article 9.1 of the General Data Protection Regulation.